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PREFACE

This is the last thing that I will send to the press from the University of
Reading, where I have worked for fifteen years. I would like to believe
that it is a fitting tribute to the ideal conditions which the University
has provided, and to the inspiration which the Head of the Linguistics
Department, Frank Palmer, has given me all the time that I have
been with him.

I am grateful to David Allerton, Ron Brasington, David Crystal,
Giulio Lepschy, John Lyons, Jeremy Mynott and Irene Warburton,
for reading a penultimate draft and making clear where it had to be
improved. I doubt if I could ever have put my material in order if I
had not spent a year in 1977—8 as a fellow of the Netherlands Institute
for Advanced Studies in Wassenaar, and I owe a great debt to the
Board of the Institute, and the Dutch Ministry of Education, for
making this possible.

June 1980 P.H.M.
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NOTICE TO THE READER

When I wrote Morphology, which was published in 1974 as the first
volume of this series, it was clear enough what such a book should
contain but none too easy to convince people that it was needed. I
therefore began with a chapter explaining-why I thought the subject
was important. This time I have quite the opposite problem. My
colleagues will agree that syntax must be studied. But many of them
may be puzzled by the form which this introduction takes. I must
therefore begin by making clear how itis to be read, and whatitis and
is not trying to do.

Firstly, it is not an introduction to a particular syntactic theory,
such as transformational grammar, systemic grammar, and so on. In
the past twenty years I have learned most from the transformational
grammarians and would urge any student of linguistics to familiarise
himself with their work, from the originals as well as from the excel-
lent textbooks that are now available. But there are many topics that
they have covered poorly or not at all, and some that cannot be dealt
with properly, or cannot be dealt with in a way that I find illuminat-
ing, unless their basic assumptions are rejected. A further problem
concerns the sort of transformational grammar that one might ex-
pound. Five years ago it was possible to see the latest work of
Chomsky and his associates as no more than a series of extensions, in
different directions, of a basic method that had been firmly estab-
lished in the 60s. But this is no longer so. On issues central to
grammatical theory, such as the distinction between syntax and
semantics or transformations and the lexicon, the views reflected in
leading generativist work are now much closer to those urged by their
critics ten or fifteen years ago than to the practices those critics
objected to. Nor is it clear exactly what their present principles are.

An alternative is to discuss the history of successive theories, from
the 50s or from the 30s and earlier. This is a book that would be well
worth writing, and would make a fascinating essay in the develop-
ment of ideas. It might also appeal to students, who often ask to be

xvi



Notice to the reader

taught in that way and who read much of the relevant literature in
tutorials. But a course on what linguists have said is no substitute for
one on language itself, and many of the facts that have been taken as
crucial for one theory or another (including those discussed in very
recent articles) are either well known or in other respects not very
revealing. They also cover a rather small range. That is neither
surprising nor discreditable. But since many of the theories are now
dead, and many of the arguments are seen to be invalid, the examples
which have been prominent in the literature are often only of his-
torical interest.

A further problem is that although we have learned a great deal
from the theorists of specific schools, a scholar does not have to call
himself a thingummybob grammarian, or publish work on such and
such a component of the whatsit model, to say important things either
about syntax in general or about specific constructions. A student can
also gain much from the descriptive traditions of individual lan-
guages. But for those studying English this is at present rather
difficult, since the books recommended for the structure of the lan-
guage often differ strikingly, in terminology, in references and in a
large part of their substance, from those recommended for transfor-
mational and other syntactic theories, even though the latter have
English illustrations. This is a bad state of affairs and any responsible
introduction ought to try and improve it. It will be made worse unless
theoretical and more traditional work are both taken into account.

For these reasons I have organised my text thematically, in a way
that reflects the dominant models only as they are relevant to given
issues. The central chapters deal with the nature of syntactic relations
and the fundamental types of construction (predication, attribution,
coordination and so on) as I understand them. This account begins
with Chapter 4 (‘Constituency and dependency’) and ends or cul-
minates in Chapter 10, with the discussion of apposition and correla-
tive constructions. Those who know the subject will see at once that I
have not limited myself to the problems that happen to have attracted
the most attention in recent decades. I have also been forced at times
to adopt original positions. The first three chapters address pre-
liminary questions, with which a student is already likely to have
some familiarity. But the general textbooks do not always cope with
them satisfactorily, and some of the primary treatments are now quite
old. I have also given prominence to topics that are crucial to later
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Notice to the reader

stages of my argument, such as the roots of indeterminacy (at the end
of Chapter 1) and the notion of ellipsis (in the middle part of Chapter
2), though it may not be till later that the reader will fully appreciate
why they are important.

After the survey of constructions, the last two chapters deal with
the means by which syntactic relations are realised and the forms of
statement in which they can be described. It is here, I believe, that
transformational grammar has made, or can make, its best contribu-
tion. I have therefore ended with a critical sketch of its history, which
may be taken as a plea, both to the generativists and to their out and
out opponents, to look atits possibilities in a fresh light. By this point it
will be clear why a common or garden course in established forma-
lisms cannot, in my view, be an adequate introduction.

A thematic exposition inevitably leaves much that can only be
covered, or alluded to, in the small print. The sections of ‘Notes and
references’ are mainly designed to give an account of my sources and
to direct the reader to further studies, both secondary and primary. In
many cases there is no recent survey, and I have had to include a
thumbnail history of what has been said on the topic. But I have also
felt that other forms of note might be of value. Some deal with
problems of terminology: a book of this kind must choose among
alternative uses, and although one may make the choice as rationally
as one can, a student will and must read work in varying traditions. I
have tried to sort out some of the discrepancies which seem to me to be
most confusing. Other notes summarise the contribution of a school,
or the main points of a model that has been referred to. I have also
explained why I think that certain proposals are mistaken. Some of
these have in the past been influential (thus the note on endocen-
tricity at the end of Chapter 7). Others are recent, but too much at
variance with my own view for convenient inclusion in the text. So far
as possible, I have tried to shape the notes for each chapter into a
continuous bibliographical survey.

These notes areindexed as carefully as the text, so that an inquiring
reader will not overlook them.

Finally, I must apologise (if apologies are needed) for two delibe-
rate restrictions of my subject matter. Firstly, I have given relatively
few examples from languages other than English. The languages of
Europe are basically similar, and to illustrate from German or Italian
instead of English would in most cases be decorative rather than truly
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Notice to the reader

helpful. I have therefore stuck to English throughout the body of the
work, except where good examples are lacking. On other languages
the information available to Western scholars is less complete, and I
do not sufficiently trust my own grasp of it. Some may wish that I had
been more confident, and had included more discussion of typological
theories. But the most careful studies in this field tend to have limited
conclusions, and those which are more spectacular are often known to
contain bad errors. So far as an introduction is concerned, I think this
subject is better left for the moment.

Secondly, I have said very little, and that only in passing, about the
analysis of discourse or the structure of a sentence in relation to its
setting. This is partly because I agree with the old-fashioned de-
finition of syntax, as a subject distinct from stylistics and in terms of
which expressions such as ‘syntax beyond the sentence’ are meaning-
less. But it is also because I am convinced that these fields are too
important, and their methods too much of their own, for them to be
handled as an appendage to a book which is basically on relations
within phrases and clauses. They need separate introductions, and I
look forward to seeing them in this series.






I
Constructions

Traditional concept of syntax. Constructions; characterised as wholes and by
internal elements. Constructions and meaning; which differences are relevant?
Identification of constructions: Semantic connections; lexical co-variance; collo-
cational restrictions. Rules: for realisation; of valency. Tests for units: trans-
ference of function; replacement by single words; as confirming semantic
distinctions. Transformational relations: as oppositions of construction; as
separating constructions. Can transformations be the only evidence? Regu-
larity of transformations: exceptions vs. semantic unpredictability. Collo-.
cational evidence not sufficient.

Indeterminacy: Distinctions sometimes uncertain. Reasons for indeterminacy:
rules and tendencies; marginal codification.

The term ‘syntax’ is from the Ancient Greek syntaxis, a verbal noun
which literally means ‘arrangement’ or ‘setting out together’.
Traditionally, it refers to the branch of grammar dealing with the
ways in which words, with or without appropriate inflections, are
arranged to show connections of meaning within the sentence. For
example, in It tastes nice there are connections of meaning among i,
tastes and nice which are shown by the order of words (it + tastes + nice,
not nice + tastes + it, or other permutations) and also, in part, by
inflectional agreement between the verb and pronoun (it tastes, not ut
taste). Similar connections are found in other combinations: for ex-
ample, in They smell fresh and It felt softer or, as parts of larger
sentences, among ke, looked and thinner in I thought he looked thinner, or
among which, tastes and peppery in He likes food which tastes peppery. The
individual connections can also form part of a different whole, dis-
tinguished by another pattern of arrangement: for example, in the
exclamation How nice it tastes! or, as part of a larger sentence, in
Houwever nice it tastes, you are not to eat any more. The field of syntax covers
both what is shown (that How nice it tastes! is an exclamation, that tastes
stands in a certain meaning relationship to nice) and the means by
which it is done (agreement, order of words, and other devices).
For the syntactic characterisation of a sentence, or of any smaller
unit that we can distinguish within it, grammarians use the equi-
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1. Constructions

valent Latin term ‘construction’. In [ thought he looked thinner the last
three words have a construction of their own; by that token they form
asyntactic unit, or (we will later say) a syntagm. We can then talk of
a larger construction in which this unit as a whole (ke looked thinner) is
related to thought, which in turn is related to /. Such relations may be
called constructional relations. For example, in He likes food which
tastes peppery there is a syntactic unit, which tastes peppery, in which
peppery and which stand in constructional relations to, or are con-
strued with, tastes. This forms part of a larger unit, food which tastes
peppery, in which the whole of which tastes peppery is construed with food,
that in turn construes with likes within the sentence as a whole. The
constructional relation which obtains between, for example, Zastes and
peppery is the same as that obtaining between looked and thinner in 1
thought he looked thinner, or between looks and how thin in How thin he
looks!, though other aspects of the construction are different.

Any syntactic unit (which tastes peppery, food which tastes peppery,
however nice it tastes, It tastes nice, and so on) can now be looked at from
two angles. First we can consider it as a whole, for its function either in
isolation or as part of a larger unit. In food which tastes peppery the last
three words form what grammarians call a Relative Clause — a clause
(this term we will return to later) whose function is ‘in relation to’ an
antecedent noun. The four words together are seen as a Noun Phrase
—a phrase (this too we will return to) whose functions are the same as
those of a single noun. In It tastes nice we have a Main Clause —a clause
functioning as a sentence — which in addition is Declarative (having
the form appropriate to a statement) as opposed to Interrogative
(having the form appropriate to a question), and so on. We will say
that these exhibit a ‘relative clause construction’ (shown by a pattern
of arrangement appropriate to clauses with that function), a noun
phrase construction (with a pattern appropriate to such phrases) and
a declarative construction, or the construction of a declarative main
clause, respectively. It will be seen that any unit can be characterised
on more than one dimension. Thus /¢ tastes nice is at once a clause and
not a phrase, declarative and not interrogative, main and not (for
example) relative, and so on.

The second characterisation is in terms of a unit’s internal connec-
tions. In It tastes nice, the relationship of it to tastes is that of a Subject to
(as we will call it) a Predicator. The pronoun is the ‘subject of” the
verb; a grammarian will also describe it as ‘the subject’ within the
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Constructions

clause or sentence as a whole. In the same unit, the relationship of
tastes to nice is that of a predicator to its Complement: specifically,
what most grammarians call a Subject Complement. So, the adjec-
tive is at once the ‘complement of” the verb (relation of part to part)
and also ‘the complement’ within the clause (relation of part to
whole), in which the verb is in turn the predicator. The unit can then
be said to have a ‘subject—predicator—complement’ construction,
whose terms or elements (subject, predicator, complement) are
successive functions established by the individual constructional re-
lations. Likewise, in the construction of the noun phrase food which
tastes peppery, there are two elements to which we assign, or which are
represented by, the noun food on the one hand and the relative clause
on the other. This is one type of Head—Modifier construction, with
the clause as a modifier of a head food. These too are categories to
which we will return in a later chapter.

The roots of all this lie in the grammatical tradition, though terms
such as ‘element’ and ‘predicator’ are fairly recent. In two essential
points we will take it as correct. Firstly, constructions are to be
described in terms of functions and relations, and not simply in terms
of parts of speech and their sequential distribution. In ¢ tastes nice, the
first word is a subject related to a predicator fastes; it is not simply a
pronoun (one of the eight parts of speech inherited from the ancient
grammarians) which is immediately followed by a verb. Secondly,
constructional relations are at bottom relationships of meaning. On
both points, the main tradition differs from at least one major school
of structural linguists, for whom the distribution of units has been the
primary object of study. Patterns of arrangement are important. But
that is because they are the means by which constructions are shown,
not because constructions ARE arrangements.

A difference of construction can now be seen as a difference of
meaning, either of the whole or in at least one relationship between
elements. But not every difference of meaning is relevant. He sounded a
fool means that, from what one heard, it seems that he is foolish; He
sounded a trumpet that he held the instrument and blew it. For almost all
grammarians that is a difference of construction as well as simply a
difference of words, a _fool having the function of subject complement
(like nicein It tastes nice) and a trumpet that of a Direct Object. It was cold,
if not freezing could mean either that, although it was not freezing, it
was nevertheless cold or that it was cold and may indeed have been
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freezing too. Butitis doubtful if any grammarian has ever seen this as
a difference of syntax, even though the words are the same. We must
therefore ask on what grounds a construction is identified. Why do we
say that a fool and a trumpet have different constructional relationships
to sounded, when we do not say that if not freezing can have different
relationships to cold or it was cold?

IDENTIFICATION OF CONSTRUCTIONS

Let us begin with the basic notion of a relation. In the opening line of
a poem by Ted Hughes:!

Terrifying are the attent sleek thrushes on the lawn

we can see a connection of meaning between, for example, on the lawn
and thrushes. This too is described as a relation between a modifier and
a head, with the modifier locating the birds referred to. We can also
see connections between lerrifying and thrushes (the birds are in them-
selves frightening), or between terrifying and on the lawn (the birds
might not be terrifying if they were at their respective song posts), or
between terrifying and attent (they are terrifying because they are
watching for prey). We might even see a connection between terrifying
and the lawn (the lawn has become terrifying because there are
thrushes on it). A grammarian will subsume these under a construc-
tional relation between terrifying and the entire unit the attent sleck
thrushes on the lawn. But it is hard to see any direct connection of
meaning between, for example, sleek and the lawn or terrifying and on.
In short, some pairs of units are potential relata while others are not.

For a relation in general a natural criterion is that of lexical co-
variance. In Terrifying are the thrushes ... we could replace thrushes
with crocodiles ( Terrifying are the crocodiles on the lawn), toadstools, shadows,
and so on. This establishes a variable —let us call it # — ranging over a
class of plural nouns. We could also replace terrifying with agile (Agile
are the thrushes on the lawn), frightened, scrumptious, and so on. This
establishes another variable — call it @ — ranging over a class of
adjectives. But n and a are not independent. Although it would be
easy to understand frightened with crocodiles (Frightened are the crocodiles
on the lawn), it takes more imagination to connect it with shadows

1“Thrushes’, in Selected Poems, 1957—1967 (London: Faber & Faber, 1972), p. 53.
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(Frightened are the shadows on the lawn), or shadows with scrumptious
(Scrumptious are the shadows on the lawn), or agile with toadstools. The
values co-vary, adjective a; going more readily with noun 7, than
noun n,, or n, more readily with ¢, than a,. For ‘goes with’ we will say
‘collocates with’. Similarly, in the construction with a direct object,
anoun such as brandy collocates with verbs like ‘to drink’ or ‘to sip’ (He
drank the brandy, They were sipping brandy) and a noun such as cake with
verbs like ‘to eat’ or ‘to munch’. But it is harder to make sense of He
was munching brandy (was it perhaps frozen?), He often drinks cake (does
he perhaps break it up and stir it into his tea?), and so on.

In these examples the co-variance is explained by the nature of
shadows or thrushes or brandy or cake, by the states of fright or
scrumptiousness, and by the actions involved in drinking or munch-
ing. But in other cases it is less predictable. For instance, one would
normally talk of ‘toasting bread’ and ‘grilling meat’, not ‘grilling
bread’ or ‘toasting meat’, although the actual operations (of cooking
a flat piece of food on a rack beneath a fierce heat) may not otherwise
be distinguishable. Likewise one would say They sautéd the potatoes but
not, or not usually, They sautéd the rice. In such cases we must speak of
specific collocational restrictions: in terms of a dictionary, the
meaning of ‘to sauté’ is ‘of potatoes’ not ‘of rice’, and that of ‘to grill’ is
‘of meat’ not ‘of toast’. In my speech there is a further restriction by
which ‘to bake’ collocates readily with potatoes or apple pie, but not with
chestnuts (though one can naturally cook chestnuts in the same way) or
steak and kidney pie.

On such grounds we can talk of a relation, though not yet a
constructional relation, between sipped and brandy in They sipped
brandy, or sounded and (a) trumpet in He sounded a trumpet. In It tastes nice
or It looks good we can establish a similar relation between the subject
complement and the subject. For example, one would usually say The
malk looks sour or The meat looks bad, rather than The milk looks bad or The
meat looks sour; likewise The beer tastes flat (rather than The beer tastes
stale), The bread tastes stale (but not The meat tastes stale), and so on. Itis
to the link attested by such restrictions that the term ‘subject comple-
ment’ in part refers. But in sentences like He tasted the brandy there is no
direct co-variance between the subject and object. Provided that each
goes naturally with the verb ( your daughter was nibbling, the thrushes were
eating; was nibbling cheese, were eating the cake), and the sense of the verb
remains the same in both collocations, the combination of all three
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together (Your daughter was nibbling cheese, The thrushes were eating the
cake) is subject to no other specific restrictions. On collocational
evidence, the difference between sentences like It tastes nice and He
tasted the cake is not simply in the parts of speech which follow the verb,
but also in the relations which they enter into.

For a constructional or syntactic relation we will now require not
just that there should be co-variance but also that it should be subject
to a rule, or that a rule should be associated with it. An obvious
instance is the agreement in, for example, It sounds good and They sound
good. Although there are cases where the inflectional co-variance is
not obligatory ( The family were delighted, as well as The family was . . . ;
The number of visitors have increased, as well as The number . .. has . ..),
combinations like They sounds good or It sound good are errors which
could in principle be corrected, or put into more acceptable English,
by any speaker who said or encountered them. To learn English is, in
part, to learn to conform to the rule by which this is so. It will be noted
that the same pattern of co-variance is found in sentences like Ter-
rifying are the thrushes ... (compare Terrifying is the thrushes ... or
Terrifying are the thrush), although the variables are in the opposite
order. That suggests that the construction of the line from ‘“Thrushes’
is, in one respect at least, the same as that of The thrushes are terrifying.

But lexical co-variance is not, as such, subject to rule. Suppose that
someone did say, for example, He is toasting the chops. One’s natural
reaction is not to try and correct it, but to try and find some way in
which it can, in fact, make sense. (Thus perhaps he has put them into
a toasting machine, or perhaps he ‘merely toasts’ them — just brown-
ing them on the outside — instead of cooking them properly.) Nor
would it be wrong English to say, for instance, The milk looks rancid; it is
merely that rancid is less usual, and less automatically understood,
with milk rather than butter. Statements relating to individual collo-
cations (that rancid is used ‘of butter’, sour ‘of milk’, and so on) rightly
belong to a dictionary, and not to a grammar as it is traditionally
conceived. It does not follow that a grammar should say nothing
about the relationship. But if it does it must be for other reasons.

Two sorts of reason are immediately relevant. Firstly, although
there are no rules for the pairs that particular words can form, there
ARE rules for the order in which they can be arranged. One can say /
will taste the brandy or The BRANdy I WILL taste (with intonational stress
on brandy and will). But one could not say I the brandy will taste, or 1 will
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the brandy taste, and so on. In ordinary speech such forms are as wrong,
and as corrigible, as those which gratuitously break the rule of
agreement. Similarly, one can say It tastes nice but not, for example, It
nice tastes. The different relations allow a slightly different range of
patterns. Thus the line from “Thrushes’ has a literary order which
reverses that of the more usual The thrushes are terrifying. But Brandy like
they is not a similar alternative to They like brandy. Although one can
say BRANdy I deTEST (intonational stress again shown by small ca-
pitals), I do not think I would say A¢fTRACtve it LOOKS, or RANcid the
butter DOES taste (compare WHISky the Scots DO love). If relation a cannot
be shown in quite the same ways as relation b there is more than justa
difference of meaning between them.

The second reason concerns the range of verbs with which the
relations are compatible. One can say both They smelled fresh and They
smelled the roses, both He sounded a fool and He sounded a trumpet, with the
same verbs, ‘to smell’ and ‘to sound’, in senses not otherwise dis-
similar. But consider such collocations as He took fresh or He looked a
trumpet. The former will make sense only if fresh can be understood in
the direct object relation (he took something called ‘fresh’, or some-
thing ‘which was’ fresh), but not with freshness attributed to ‘he’.
(Compare A. Do they like sour milk? — B. No, they only take fresh.) The
latter could be interpreted only if a trumpet is related to the subject: he
‘looked like’ a trumpet, not he did something called ‘looking’ to it.
Likewise He boiled an idiot must mean that the idiot was boiled;
conversely, He seemed the roses could only mean that ‘his being the roses’
seemed the case, and so on. There is a co-variance between the
predicator and the remaining elements, in which different categories
of verb (‘to drink’ and ‘to boil’, ‘to look’ and ‘to seem’) allow different
collocational relationships. These too are absolute restrictions; it is
not just that the verbs are naturally or commonly used in these ways.
The choice of words is again subject to rules.

The first of these arguments appeals to the patterns of realisation.
Likewise, the evidence of agreement concerned the permissible realisa-
tion of the relation between subject and predicator. The second
argument appeals to the valency (as we will later call it) of the verbs.
The conclusion from both is that the two sets of collocational relation-
ships —of subject, predicator and subject complement in /¢ tastes nice or
He sounded a fool, and of subject, predicator and direct object in / will
taste the brandy or He sounded a trumpet — are associated with rules that are

7



1. Constructions

partly different. Hence the differences between the relations are con-
structional. But although this illustrates a characteristic form of
demonstration, there are other forms of argument which, on occasion,
we may also use. These have had a large place in earlier discussion of
this issue, and it is therefore important to consider how they fit with
what we have already said.

One type of argument is concerned with the identification of
subsidiary units. In the line from ‘Thrushes’:

Terrifying are the attent sleek thrushes on the lawn

we assumed that on the lawn was directly connected to thrushes: on a
natural interpretation, the poem refers to birds ‘which are’ on alawn,
and it is these ‘attent sleek thrushes on the lawn’ which are said to be
terrifying. Accordingly, the whole of the attent sleck thrushes on the lawn
was taken as a unit and treated, as a whole, as subject of (are) ter-
rifying. Likewise, one interpretation of a more prosaic sentence such as

Leave the meat in the kitchen

is that leave has as its object a subsidiary unit formed by the whole of the
meat in the kitchen. There is some meat ‘which is’ in the kitchen, and it is
this ‘meat in the kitchen’ that is to be left.

The collocational links are not the only evidence which supports
these groupings. One important finding is that both units can be
transferred en bloc to other relations. In The meat in the kitchen is finished
the same words the . .. kitchen would be grouped together, in this case
as the subject of is finished; in I watched the attent sleek thrushes on the lawn or
I threw bread to the attent sleek thrushes on the lawn the same words the . . .
lawn would be the direct object of watched or the Indirect Object of
threw. We have also implied that there is a unit on the lawn, paralleled
in the second example by i the kitchen. These too can be transferred en
bloc to other functions: for example, in I sleep on the lawn or They eat in
the kitchen. In each case the unit remains the same: the internal
connections are constant, even though its external relation alters.

Another finding is that each of these units, in each of its putative
functions, can be replaced by a single word. Thus one can say Leave it
or Leave them, replacing the meat in the kitchen with the single pronouns ¢
or them; similarly Thrushes are terrifying or I watched thrushes, with thrushes
alone in the role of subject or object. Now a word such as i is
indivisible, and cannot but function as a whole. Therefore any group
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of words which it can replace, still with the remaining connections of
meaning held constant, must itself form a unit. In The meat in the kitchen
is finished or The thrushes on the lawn are terrifying we could make similar
replacements for in the kitchen and on the lawn: for example, The thrushes
above are terrifying or They sleep above, The meat here is finished or They eat
here. Let x stand for any of above, here, in the kitchen or on the lawn. Thenin
They sleep x and so on, the semantic roles of x are constant for both
single words and larger groupings.

These findings confirm that there are units such as in the kitchen
which can form part of a larger unit in which they are preceded by a
noun. But in other sentences the evidence is different. For example, in
a line from another of Ted Hughes’s poems:

Takes his changed body into the holes of lakes

(line 13 of ‘An Otter’, b2d., p. 50) a single word cannot fill the roles of
both kis changed body and into the holes of lakes. One can say, for example,
takes bodies or takes it. But these refer only to something that is taken,
whereas the line refers both to what is taken (‘his changed body’) and
to the places (‘the holes of lakes’) thatitis taken to. Nor can they stand
together in another function: compare His changed body into the holes of
lakes s terrifying. But a word like i could replace just kis changed body
({ The otter) takes it into the holes of lakes) and a word like here or there
could independently replace into the holes of lakes ( The otter) takes his
changed body there, or takes it there). This evidence divides the line into
three separate elements (takes, his ... body and into . . . lakes), not just
two.

There is also another interpretation of Leave the meat in the kitchen, by
which it refers not to some ‘meat which is in the kitchen’, but to a
kitchen as the place where some meat —identified independently —is
to be left. In that case the connections of meaning are like those of
Leave it there or Leave it in the kitchen, and unlike those of the simple Leave
it or Leave meat. Nor can the meat in the kitchen stand in other relations, as
in The meat in the kitchen is finished, unless another connection is made.
This argues that the sentence has two different constructions, or is
constructionally ambiguous. In one case in the kitchen is a modifier
of meat, just as on the lawn modified thrushes. In the other leave has an
object the meat and is accompanied by in the kitchen as an Adverbial.
Similarly, into the holes of lakes was an adverbial alongside takes and /s
changed body.
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Such arguments attracted much attention in the decade after the
Second World War, when they were formulated as part of an analysis
of distributions. But they too may be seen as confirming the evidence
of collocational relationships. In the construction with an object and
an adverbial, another finding is that the preposition —, on, and so on
—can vary with the verb. Thus leave makes sense with iz but not with,
for example, via or from. If one said Leave the meat from the kitchen the
natural reference is to meat ‘which is from’ there, with a construction
in which from the kitchen is a modifier. Fetch collocates with from but not
with in; it would also be less usual, at the least, with through or nto
(Fetch the meat through the kitchen, Fetch him into the house). Bring goes with
into, onto, through or from, but less easily with, for example, under:
compare Bring the books under the table with Leave the books under the table or
Bring the books onto the table. This attests a link between the verb and the
final unit, and it is this that the term ‘adverbial’ (Latin ad ‘to’ or
‘adjoined to’) traditionally acknowledges. Our earlier findings
merely confirm that this final unit is not linked to the object.

In the other construction the verb and the preposition vary in-
dependently, but certain prepositions do not readily make sense with
every noun that might precede them. Thus one can say the meat in the
kitchen or the meat on the table; but what could be meant by, for example,
the meat into ... or the meat onto ...? In Take the meat onto the table the
natural meaning is that the table is where some meat is to be taken,
with onto the table an adverbial. Leave the meat onto the table does not
readily make sense in either way — is there perhaps a trail or strip of
meat which is somehow seen asleading onto it? This attests the link by
which in, for example, the attent sleek thrushes on the lawn the unit on the
lawn is specifically the modifier of thrushes. Our earlier findings merely
confirm that there is a larger unit of which the, attent, sleck, thrushes and
on the lawn are all part. Such confirmation is important. But it is only
when we add the evidence of collocations that we can see in full what
the relations are that we are investigating.

Our remaining arguments are concerned not with the evidence of
links within each sentence, but with collocational similarities that can
obtain between them. For example, the collocation of nice, it and ‘to
taste’ is found in both the exclamation How nice it tastes! and the
declarative It tastes nice; likewise that of cool, water and ‘to look’ in both
Houw cool the water looks! and The water looks cool, that of depressing, man
and ‘to sound’ in both How depressing the man sounds and The man sounds

10



Identification of constructions

depressing, and so on. In general, any collocation which appears in the
declarative can also appear in a corresponding exclamation, and vice
versa. The change of meaning is also regular for each pair. How nice it
tastes! differs in meaning from It tastes nice just as How horrible it tastes!
differs from It tastes horrible, How cool the water looks! from The water looks
cool just as How cool the stream looks! differs from The stream looks cool, and
so on, so that a general opposition of Exclamative and declarative can
be described without reference to the particular adjectives or nouns or
verbs. On this evidence we will say that each declarative can be
transformed into a corresponding exclamative and, conversely,
each exclamative can be transformed into the corresponding de-
clarative. We will then speak of a transformational relation
between each pair, and between exclamative and declarative con-
structions generally.

Such relations are important in distinguishing the categories that
enter into them. Thusitis because a regular change of form correlates
with regular changes of meaning that the exclamation How nice it
tastes! can be assigned to a syntactic category different, in at least one
respect, from the statement /¢ tastes nice, and is not simply an alterna-
tive realisation of the same construction. Further transformational
relations hold between the declarative and the interrogative (I¢ tastes
nice and Does it taste nice?) or between the exclamative and the inter-
rogative (How nice it tastes! and Does it taste nice?). This establishes
syntactic oppositions among all three constructions.

But a transformation can also distinguish constructions that do and
do not allow it. In pairs like My sister also drinks brandy and Brandy 1s also
drunk by my sister, The twelfth man keeps the score and The score is kept by the
twelfth man there is tentative evidence that an Active construction
(with an active verb such as drinks or keeps) is transformationally
related to a Passive (... s drunk ... or...iskept...). The same lexical
collocations, of sister, ‘to drink’ and brandy or of twelfth man, ‘to keep’
and score, appear in both, with any change of meaning again attribu-
table to the general opposition. But sentences like Hs suster looks a fool
or Reading seems a nice place cannot be transformed into 4 fool is looked by
his sister or A nice place is seemed by Reading. Similarly, A fool is sounded by
him could only mean that he ‘sounds out’ a fool or that a fool is
somehow made to make a sound, with a connection like that of a
direct object. It could not mean that he ‘sounds like’ one, as with a
subject complement. We already have sufficient grounds for dis-
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tinguishing these elements. But this evidence may be seen as further
confirmation.

A famous example, which attracted much attention in the early
days of transformational grammar, is the constructional ambiguity of
phrases such as flying planes, in sentences like Flying planes can be
dangerous. On one interpretation, this means that flying them can be a
dangerous thing to do: in traditional terms, planes is construed as the
direct object of a Gerund flying just as, in earlier examples, brandy was
the direct object of Finite verb forms such as drank or likes. Part of the
justification is that a phrase with a gerund is transformationally
related to a main clause. Just as Bringing brandy {is useless) stands to
They bring brandy or Eating chocolate s fattening) to They eat chocolate, so
Flying planes (is dangerous) stands to They fly planes, and so on for all
other collocations.

On another interpretation, Flying planes can be dangerous means that
planes ‘which fly’ can be dangerous, or can be dangerous when they
are doing so: in that case, a grammarian would describe flying as a
Participle which modifies planes just as, in the attent sleek thrushes, the
adjectives attent and sleek modify thrushes. Similarly, in Screaming child-
ren are a nuisance, the first two words refer to children ‘who are’
screaming or in the habit of doing so. One reason for distinguishing
the construction of the participle from that of the gerund is that
screaming children cannot be transformed into a main clause such as
They scream children; nor flying planes, with this second interpretation,
into They fly planes. If any transformation is possible, it is into a clause
with the noun as subject. Thus Screaming children {are a nuisance) stands
to Children scream as T he setting sun is beautiful ) stands to The sun sets, or
Flying planes {are dangerous) to Planes fly.

A criterion based on transformational relations can be adopted
without commitment to the theory of transformational grammar as it
has historically developed (see Chapter 12). But there are certain
problems. Firstly, it must be noted that in examples like flying planes
the distinction can be drawn on other grounds. In Hanging gardens
delight him, the verb delight agrees with gardens, with which it standsin a
collocational relationship. Replace it with delights, and one is forced to
take hanging as a gerund. (So, what would delight him would be the
act or practice of hanging them.) In Eating chocolates delights him it has
singular agreement, despite plural chocolates. Eating chocolates delight . . .
would be an error, or else one is forced to take eating as a modifier:
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perhaps they are an ‘eating sort’ of chocolate (compare eating apples or
cooking sherry). The different meanings are distinguished by a rule
which, in Flying planes can be dangerous, merely happens to be inopera-
tive. Nor is it just the identity of collocations that allows us to equate
the relation of object to gerund with that of object to finite verb.
Another identity is in the relative order of the direct object and other
elements that can follow a predicator. In Flying planes badly is dangerous,
the order of planes and badly is the same as in They fly planes badly; a
gerundial phrase flying badly planes and a clause They fly badly planes
would break the same rule. Likewise, feeding buns to elephants follows the
same rule as They feed buns to elephants, feeding them buns (without o) the
same rule as They feed them buns, and so on.

Sentences like My sister drinks brandy and His sister looks a fool can also
be distinguished on other grounds, as we have shown. We may add
that it is because their realisations are different that the relation of
subject to passive verb (Brandy is drunk . .., The score is kept . . .) is not
identified with that of the direct object to the active (... drinks brandy,
... keeps the score), even though the collocations correspond. We must
therefore ask if constructions can ever be distinguished solely by this
form of evidence.

A related question concerns the degree of regularity which trans-
formational relations have to show. Our first examples met an ab-
solute criterion. For instance, I know of no declarative of the form /¢
tastes nice or He drinks brandy whose meaning is not matched by a
corresponding interrogative of the form Does it taste nice? or Does he
drink brandy? This is also true of main clauses and the corresponding
gerunds. But the relation of participles is more problematic. Screaming
children corresponds, as we said, to The children scream. But the meaning
of hanging gardens is much clearer than that of The gardens hang or The
gardens are hanging, and that of a drinking man (‘a man who habitually
drinks alcohol’) corresponds to only one sense of A4 man drinks. (For the
non-habitual sense one would usually say a man drinking.) It would
also be hard to understand, for example, the arriving people (alongside
The people arrive or The people are arriving). Is there still a transformation
when we find exceptions of that kind?

These questions are rarely posed explicitly, and the varying prac-
tice of linguists indicates that there are no agreed answers. But so far
as the first is concerned, a reasonable requirement is that, if a trans-
formation is the only evidence for a distinction, the constructions to be
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established should be based on a clear difference of meaning. A
sentence like 7 contributed £ 10 can be transformed into the passive £ 10
were contributed by me (or £ 10 were contributed by ME). But It costs £ 10
cannot be transformed into £ 10 were cost by it; nor His brother weighs
twelve stone (meaning that that is his weight) into Twelve stone are
weighed by his brother, or It measures three feet (meaning that that is its
measurement) into Three feet are measured by it. This might suggest that
L 10 represents two different elements, and that a sentence like He
weighed the whole of it (meaning either that that was his weight or that
that was what he measured the weight of ) is constructionally ambigu-
ous. But consider a sentence like He married my sister or This hat fits me.
One does not say My sister was married by him (meaning that they got
married) or I am fitted by this hat; so, on transformational evidence,
these belong with It costs £ 10 or It measures three feet. Yet the connection
of meaning between, for example, married and my sister is more like that
of He courted my sister (with the passive correlate My sister was courted by
him), or indeed that of He weighed the rice or He measured the stick, than
those between costs and £ 10 or weighs and twelve stone. Hence there is
no constructional difference unless, perhaps, other evidence could be
adduced.

The other issue is more controversial. But for a transformation to be
a regularity, the most we can allow is that it should have specified
exceptions. If we assume that This hat fits me has the direct object
construction, the verb ‘to fit’ is one exception to the transformation of
actives into passives. But this is an absolute restriction: ‘to fit’ is
incompatible with the passive construction just as, for example, ‘to
seem’ was incompatible with a direct object, or ‘to drink’ with a
subject complement. Nor are there other types of lexical irregularity.
If a noun, a verb and a noun collocate readily in the active, and the
verb or sense of the verb is not itself an exception, then in principle
they collocate as readily in the corresponding passive, without chan-
ges of meaning that must be attributed to the particular words from
which the collocation is formed. The passive will often seem more
awkward: thus Brandy is drunk by me (or even Brandy is drunk by ME) is a
less likely sentence than I drink brandy. But that is because the uses of
the passive construction are in general more restricted, and is not due
to the specific words brandy, ‘to drink’ and 1.

There are different exceptions if, for example, we try to relate He
was exhausted and The journey exhausted him, or He was delighted and The
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book delighted him. Thus the most likely meaning of She is engaged does
not match that of He engaged her, and that of He was worried corresponds
to only one sense of It worried him. In these and many other cases the
change of form produces semantic changes that are partly unpredic-
table. A grammarian’s explanation is that engaged, exhausted and so on
are adjectives as well as forms of verbs, so that the exceptions have the
same construction as, for example, The thrushes are sleek. The trans-
formation is then restricted to true passives, like The brandy is drunk (by
my sister ), The burglar has been caught (by the police) or He is often worried
(by the neighbours’ dogs). But its regularity would be destroyed if, for
example, She is engaged to Bill and She was engaged by the National Theatre
were both seen as passive constructions.

If our general view is accepted it is easy to find putative transforma-
tions that will not hold. Another famous example concerns phrases
such as the shooting of the hunters, in a sentence like The shooting of the
hunters was disgraceful. In the marking of the papers is very thorough, the
collocation of ‘to mark’ and (the) papers is identical to that of They
mark the papers thoroughly. In traditional terms, of the papers is an
Objective Genitive (the genitive being the Latin case most nearly
translating of ), with the papers connected to marking in a manner like
that of an object to a finite predicator. Butin The singing of the children is
very beautiful the genitive is Subjective: the collocation of ‘to sing’ and
(the) children shows a semantic connection like that of the same words
in The children sing beautifully. In Chomsky’s first account of such
phrases, the shooting of the hunters was seen as constructionally ambigu-
ous. On one interpretation, of the hunters is objective (the disgrace was
in the act of shooting them), and the phrase was related by transforma-
tion to sentences like They shot the hunters. On another interpretation it
is subjective (the disgrace was in the way the hunters shot), and the
phrase was related by transformation to sentences like The hunters were
shooting.

But when we look at other collocations the transformational re-
lations are immediately suspect. There is nothing awkward about, for
example, They read the papers thoroughly or The children walk beautifully;
but The reading of the papers is very thorough or The walking of the children is
very beautiful, though not wrong, are decidedly less likely than The
marking of the papers . . . or The singing of the children . . . The causes must
lie in the individual words marking, reading, singing and walking. In
many cases it is hard to say if one or other interpretation is possible:
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for example, would one say The charging of the cavalry was decisive (in the
subjective sense of the charge of the cavalry or the cavalry charge)? As an
ordinary speaker I was at first very doubtful about the ambiguity of
the shooting of the hunters, though as a scholar I have now been brain-
washed into accepting it. We find similar problems with ordinary
nouns: thus could one say, objectively, the charge of the stockade? It does
not follow that the forms in -ing are also ordinary nouns, any more
than the participles in -ing (as in screaming children) are ordinary
adjectives. But by our criterion the transformations are invalid and,
in default of other evidence, subjective and objective genitives are not
distinct constructions.

Some linguists might still be unhappy with this conclusion, since in
our first examples the subjective and objective connections are quite
plain. But if syntax is concerned with regularities syntactic functions
must be distinguished by something more than a sporadic difference
in collocational meaning. In My aunt is cooking the natural sense is that
cooking is something she is doing; on that interpretation my aunt
denotes an actor. But there is another sense in which cooking is
something that is happening to her — the ultimate dream of a child in
one of Saki’s stories. On that interpretation my aunt does not denote an
actor; nor does dinner in Dinner is cooking, or the sausages in The sausages
are frying, and so on. For these examples there is a collocational
parallel with sentences in which the noun is a direct object ( They are
cooking my aunt, My aunt is cooking dinner, She is frying the sausages). But
others do not show it. My aunt fell down also describes something that
happened to her (compare My aunt lay down); but one cannot say They

Sell my aunt down. The fat is smoking has a meaning like that of The fat is
burning (compare The fat must smoke but not burn); but one would not say
She always smokes the fat, with a meaning parallel to that of She always
burns the fat. There is again no regular transformation.

Despite this, there have been attempts to describe the ‘non-actor’
function (of the fat in both The fat is smoking and The fat is burning, of my
aunt in both My aunt fell down and the Sakiesque sense of My aunt is
cooking) as grammatically distinct. But there are other semantic func-
tions which are no less clear. If one says She fried the sausages one means
that the sausages existed and were then fried; according to a ter-
minology that is sometimes borrowed from German, the sausages is an
‘affected’ object (‘affiziertes Objekt’), denoting an entity to which
something is done. But in the case of She made a cake the cake exists only
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as a result of the making; a cake is semantically an ‘effected’ object
(‘effiziertes Objekt’) or, in the more usual English term, an Object of
Result. There are as good grounds for distinguishing these.

But if we do there is no way of knowing when to stop. My aunt fell
down could be distinguished from both My aunt lay down and My aunt is
cooking micely; perhaps its subject has a third function (denoting an
‘involuntary actor’). She brought him up herself might be said to mean
that ‘he’, as he now is, is the result of her actions, or simply that the
existing ‘he’ was so dealt with. Is it then constructionally ambiguous,
with either object construction? We discussed the ambiguity of Leave
the meat in the kitchen, but did our analysis go deep enough? It could
mean that there are several lots of meat around the place; the hearer is
being told which to leave and which to bring. Or perhaps there is just
one lot; but the hearer does not know about it and is therefore being
warned that it is there. Further distinctions could be made with i the
kitchen taken as adverbial. Perhaps the hearer is in there and about to
follow the speaker upstairs; but he is carrying some meat and is told
not to bring it with him. Or perhaps they are passing the house and
the hearer is going to drop the meat in; but he is stupid enough to ask
which room the speaker wants it put in. When we start to draw
distinctions of that sort, our analysis loses itself in episodic details.

In the view adopted here, neither the shooting of the hunters nor My
aunt is cooking has a constructional ambiguity, and the object of result
is a semantic function predictably associated with the meanings of
certain verbs, such as ‘to make’ or ‘to build’. If we thought otherwise
we would have no rational delimitation of our field.

INDETERMINACY

In the preceding section we have found criteria by which certain
distinctions are clearly syntactic and others are clearly not. But we
will also find borderline cases, where the status of functions is not
clear, or where it is uncertain which of two constructions, or types of
construction, a specific form has. In ordinary grammars these do not
cause a great deal of trouble, since most constructions, as such, are
decisively identified. But a theoretical study must pay careful atten-
tion to them.

An elementary illustration is the type of with-phrase in, for ex-
ample, He walked with a stick. The most natural interpretation is that
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the stick was used as an aid to walking; in traditional terms, with a stick
has the semantic function of an Instrumental. But He walked with his
mother means merely that his mother accompanied him; with his mother
has the function of a Comitative. These functions are not distin-
guished by any rule of realisation. Thus the relative order is the same
in, for example, She hits boys with a stick and She hunts foxes with his mother,
He flipped it to her with a spoon and He lowered it to the floor with his brother,
With a spoon you can do it easily and With the vicar you can sing anything.
Although the collocational meanings are supported by other con-
structions (He cut the cheese with a knife and The knife cut the cheese; He went
Jfor a walk with his mother and He and his mother went for a walk), there is no
precise transformational distinction. So far, then, the syntactic ele-
ment appears to be identical.

The problem, however, is whether there is a class of verbs with
whose valency either function must be described as incompatible. ‘To
walk’ allows an instrumental, as we have seen; so also ‘to climb’ ( They
were climbing with a rope), and many others. But what of| for example,
‘to come’ or ‘to go’? In present-day English He went with a stick means
simply that he took one with him (compare He walked with a haversack).
One would give a similar interpretation to, let us say, They came with
snow shoes. It might be argued that these verbs exclude the instru-
mental, just as ‘to take’ or ‘to boil’ exclude a subject complement (as
in He took fresh). The verbs which take it would then form their own
class, and would distinguish the constructions of He walked with a stick
and He went with a stick by the same reasoning that distinguished He
looked a fool and He saw a fool.

But would any special rules be necessary? “To go’ and ‘to come’ are
general verbs of motion, indicating no specific means of locomotion.
But sticks and snow shoes are aids not to movement generally, but to
movement on foot in particular; for with a stick or with snow shoes to be
understood instrumentally, it is natural that the verb should have to
indicate the same means (He walked, He hobbled, and so on). On such
reasoning, the non-instrumental interpretation of He went with a stick
would follow from the meaning of that verb, just as, for example, the
‘effected’ interpretation of She made a cake follows from the meaning of
‘to make’. No further statement of incompatibility would be needed.
It is significant that the collocation of ‘to go’ and with has lost the
instrumental meaning often borne in earlier literature, precisely as
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the verb itself has lost a more specific ‘walking’ sense (OED, §1.1).2 It
is also relevant that ‘to go’ or ‘to come’ can readily collocate with
phrases such as by car or on horseback in which the means, and not
merely the instrument, is specified.

In the case of objects versus subject complements, it seems clear
that syntactic incompatibility is involved. There is nothing else in the
meanings of, for example, ‘to look’ and ‘to listen’ which explains why
one can say It looks good but not It listens good, or in those of ‘to bounce’
and ‘to rebound’ (in The ball bounced and The ball rebounded) to explain
why only the former can also take a direct object (He bounced the ball).
For the different types of object a syntactic explanation seems quite
unnecessary; an object of result is simply the object of a verb denoting
a resultative process. But for the instrumental neither line of reason-
ing is quite decisive. The meanings of ‘to come’ and ‘to go’ are clearly
relevant. Yet the instrumental interpretation is awkward even when
itis reinforced by the context (compare His artificial leg broke, so he had to
come with a stick instead ). Does this or does this not warrant a separate
rule of valency?

Such hesitation is intellectually dissatisfying, and in describing a
language we will do our best to resolve it, by looking for more
evidence or proposing fresh criteria. In this and similar cases, it is
natural to suspect that there is something which we have missed,
which would emerge from deeper investigation. But it is often hard to
see what such a something might be. We must therefore ask at the
outset why indeterminacies should be found, and whether they are
more than artefacts of our method.

According to one view of language, the problems arise because, in
treating syntax as a separate field, we are trying to draw a distinction
which does not exist. There is no real notion of a construction apart
from that of semantic connectivity in general; hence there cannotbe a
consistent basis for what grammarians have traditionally done.
According to another view, the distinction is genuine; but syntax has
its basis in something other than semantic relations. Therefore we are
bound to have difficulty if we do not free it of criteria based on
semantic differences. But in the theory which I have assumed the

20ED = Oxford English Dictionary. See the ‘Principal references’ for this and other abbre-
viations.
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indeterminacy is inherent in the system we are describing. A central
thesis is that to speak a language is, in part, to conform to rules of that
language. Thus They smell fresh is in conformity with the rules of
English, while They smells fresh and They fresh smell are (in my judg-
ment) not. Such statements can be challenged: the best-trained mind
is sometimes confused by school grammar, or by an irrelevant
analogy, or by knowledge of some other language or dialect. But they
reflect one sort of judgment that speakers can learn to make, in which
a sentence is seen as comprehensible but corrigible, as contrary to
grammar and not simply contrary to sense. In that respect the system
is codified; there is a code (‘code’ in the sense of ‘code of morals’ and
not in that of ‘the Morse code’) which they are said to break.

But languages are not wholly subject to rules. We remarked on the
tendency for ‘to grill’ to be used of meat but not of bread, for beer to be
called ‘flat’ rather than ‘stale’, and so on. These too are linguistic
matters; the restrictions belong to the dictionary, or to some other
form of lexical description, and do not simply reflect the things that
the individual words denote. But a sentence like He grilled the toast is
not wrong, and might on occasion be entirely appropriate. It merely
departs from what we have just described as a tendency. Thus the
system is only partly codified, with rules for some but not all aspects.

In such a system it is not surprising that the boundary between
rules and tendencies, between what is codified and what is not
codified, should itself be underdetermined. For the rules are rarely
explicit, and are implicitly learned and followed, by each speaker,
only to the point at which his speech is natural and received within
the community. That point can clearly vary, without any difference
which other speakers will remark. Thus A might have a tendency not,
for example, to use x in a certain semantic relationship; but occasion-
ally he says something which forces him to go against it. Likewise B
might follow a rule, by which x is wrong in that relationship; but on
occasion he is compelled to break it. From A’s viewpoint B would
depart from a tendency, like A himself. From B’s viewpoint A too
would be breaking a rule, but again because it is forced. Their
utterances would be equally intelligible, since it is only when their
meaning is grasped that the question of oddity or error arises. If that
were the only difference between A’s and B’s speech, or one of only a
handful of differences, itis hard to see how either should seem unusual
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to the other, or at all foreign to their shared community. The distinc-
tions we have drawn would indeed be academic.

That does not mean that they are ALWAYS academic. If A follows a
rule of frequent application, and B appears gratuitously to break it,
their different usage, or B’s imperfect command of A’s language, will
be plain enough. But we can anticipate borderline cases, in which a
relation of meaning is only marginally codified. That is precisely
the case with the instrumental. It is because there is marginal codifi-
cation that our criteria, however rational, will sometimes fail to give
definite results.

NOTES AND REFERENCES

For traditional views of syntax compare Webster’s Third International, s.v., §a
(cited at the beginning of Chapter 2); OED, s.v., §2.a; also, for example,
SWEET, 1, p. 32 (§87) and generally, for ‘logical relations’ vs. ‘means of
grammatical expression’. For the distinction of construction and arrange-
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of similarities and dissimilarities, i.e. oppositions, of meaning, as far as features of
meaning have correlates’ (DE GROOT, ‘Classification’, p. 144; also critical
remark on Bloomfield, p. 132).

For Chomsky’s earliest views on the relation of syntax to meaning see
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‘Questions of form and interpretation’, LAn, 1 (1975), pp- 75— 109 (reprinted
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tation’ of sentences; hence ‘generative semantics’ (Chapter 12 below and
notes). Now that both extremes have been tried we can return to traditional
views with enhanced understanding.

Syntactic function is central to various theories developed in the 50s and 6o0s.
In ‘tagmemics’ a role such as subject is a slot or point within a larger pattern
(subject plus intransitive predicator, with the further slot ‘intransitive predi-
cator’; subject plus transitive predicator plus direct object, and so on). This
slot may be ‘filled’ by various classes of unit (for example, noun phrases),
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PIKE (preliminary edition 1954—60), a work which unfortunately requires
determination from its readers. But it was eventually systematised by
Longacre: see R. E. Longacre, ‘Some fundamental insights of tagmemics’,
Lg, 41 (1965), pp. 65—76, and his practical manual of 1964 (LONGACRE),
especially the introductory chapter. It is also exemplified in numerous
studies by their missionary organisation, the Summer Institute of
Linguistics. For an early version see, for example, Viola Waterhouse, The
Grammatical Structure of Oaxaca Chontal (Bloomington: Indiana University
Research Center in Anthropology, Folklore, and Linguistics, 1962);
Longacre’s formulation isillustrated in detail by, among others, K. Jacobs &
R. E. Longacre, ‘Patterns and rules in Tzotzil grammar’, FL, 3 (1967), pp-
325—89. For Pike’s latest version see PIKE & PIKE, Ch. 3.

In systemic or ‘scale and category’ grammar a function is originally an
element or place in a ‘structure’. Thus The milk tastes sour has a structure
‘subject predicator complement’; the subject element is then the ‘place of
operation’ of a noun phrase, which in turn has a ‘determiner head’ structure,
and so on. For the leading account see HALLIDAY, ‘Categories’, pp. 254ff.:
more readably in M. A. K. Halliday, A. McIntosh & P. Strevens, The Lin-
guistic Sciences and Language Teaching (London: Longman, 1964), Ch. 2; also in
Margaret Berry’s textbook, An Introduction to Systemic Linguistics, Vol. 1:
Structures and Systems (London: Batsford, 1975), pp. 62ff. The origins of the
theory lie in Halliday’s dissertation, The Language of the Chinese ‘Secret History
of the Mongols’ (published Oxford: Blackwell, 1959) and are, of course, quite
independent of Pike’s. But their similarities have often been noted: see, in
particular, Dix’s account of ‘functional grammar’ (Chs. 8—9), which draws
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heavily on both. They also share a central failing, in that they do not
distinguish specific relations between elements. In He eats cake, he would
simply be ‘the subject’; likewise eats ‘the predicator’. But we can also establish
a direct relation between them, by which one is specifically the ‘subject of”
the other. In It tastes nice we have established a relation between the subject
and the subject complement; but there is no direct relation between a subject
and an object. This too cannot be shown merely by labelling object and
subject complement as different ‘slots’. Compare my review of DIk, Lingua,
23 (1969), pp. 360f., and later discussion of ‘fused’ constructions (Chapter
8)
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see, for example, A. Martinet, ‘The foundations of a functional syntax’, in
STUART (ed.), pp. 25—36 (reprinted in MARTINET, Studies, pp. 111—22). But
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tion of a functional approach: S. C. Dik, Functional Grammar (Amsterdam:
North-Holland, 1978).

‘Collocation’ is a term introduced by Firth, particularly for the habitual
accompaniment of one word by another: see J. R. Firth, ‘Modes of meaning’,
Essays and Studies, n.s. 4 (1951), pp. 118—49 (reprinted in his Papers in
Linguistics 1934—1951 (London: Oxford University Press, 1957), pp.
190—214), and textbook discussion in RoBINs, pp. 67.; very brief but pene-
trating comment in F. R. Palmer (ed.), Selected Papers of . R. Firth 1952—59
(London: Longman, 1968), ‘Introduction’, p. 6. My use may be compared
with Harris’s ‘co-occurrence’ (HARRIS, ‘Co-occurrence and transformation’)
and Chomsky’s ‘selection’ (CHOMSKY, Aspects, Ch. 2). For valency see notes
to Chapter 5. For the substitution test for syntagms see HaRRIs, Methods, Ch.
16, and other primary references in notes to Chapter 4 below, for immediate
constituents; textbook account of this and other criteria in H. A. Gleason,
Introduction to Descriptive Linguistics, 2nd edn (New York: Holt, Rinehart &
Winston, 1961), Ch. 1o. A special variant is the test of ‘dropping’ (substi-
tution of 4 for AB or BA): see P. L. Garvin, ‘A study of inductive method in
syntax’, Word, 18 (1962), pp. 107—20 (reprinted in GARVIN, pp. 62— 775
HouseHOLDER (ed.), pp. 287—300); also discussion of obhgatormess in
Chapters 6 and 7 below. For the ambiguity of Leave the meat in the kitchen
compare the famous example old men and women, as discussed in particular by
C. F. Hockett, “Two models of grammatical description’, Word, 10 (1954),
pp. 210—34 (reprinted in Joos (ed.), pp. 386—99), §3.1.

For transformational relations compare HarRris, ‘Co-occurrence and
transformation’; discussion, and references for transformational grammar
generally, in notes to Chapter 12 below. The shooting of the hunters is one of
Chomsky’s earliest examples: see N. Chomsky, ‘Three models for the de-
scription of language’, in R. D. Luce, R. R. Bush & E. Galanter (eds.),
Readings in Mathematical Psychology, Vol. 2 (New York: Wiley, 1965), pp. 105~
24 (originally in IRE Transactions on Information Theory, IT-2 (1956), pp
113—24); CHOMSKY, Structures, pp. 88f. Compare discussion of both this and
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Jflying planes in LYONS, Introduction, pp. 249—53. On the subjective/objective
genitive in Latin compare E. Benveniste, ‘Pour I’analyse des fonctions
casuelles: le génitif latin’, Lingua, 11 (1962), pp. 10—18 (reprinted in his
Problémes de linguistique générale (Paris: Gallimard, 1966), pp. 140—48). For the
general problem of ambiguity see LYONSs, Semantics, 2, pp. 396—409; the
fullest study is by J. G. Kooij, Ambiguity in Natural Language: an Investigation of
Certain Problems in its Linguistic Description (Amsterdam: North-Holland,
1971). See also A. M. Zwicky & J. M. Sadock, ‘Ambiguity tests and how to
fail them’, Syntax and Semantics, 4 (1975), pp. 1—36 (with brief discussion of the
shooting of the hunters, p. 13). Constructional ambiguity — or ‘homonymity’ as
CHOMSKY inelegantly called it (Structures, p. 86) — is naturally only one
aspect.

For the active—passive transformation see CHOMSKY, Structures, p. 43,
where it is said to apply without exceptions. For marry, fit and so on compare
CHOMSKY, Aspects, pp. 103f.; but it is wrong to equate these with a class that
cannot take adverbs of manner (examples in last section of Chapter 6 below).
Early criticism is against the abstraction from stylistic and other restrictions
on use: thus, for example, the brief remarks in R. Quirk, “Towards a
description of English usage’, TPhS (1960), pp. 40—61 (later version, ‘The
survey of English usage’, in his Essays on the English Language, Mediaeval and
Modern (London: Longman, 1968), pp. 70—87). But later criticism is partly
based on a conflation of syntactic passives with participial adjectives: see
Gabriele Stein, Studies in the Function of the Passive (Tubingen: Gunter Narr,
1979); paralleled, ironically, by one of the present wave of Chomsky’s
followers (BRESNAN, pp. 14—36). For the distinction between syntax and
lexicon see T. Wasow, ‘Transformations and the lexicon’, in CULICOVER ¢t al.
(ed.), pp- 327—60 (with comments by S. R. Anderson, pp. 316—77); cor-
responding account in LIGHTFOOT, pp. 252ff. For irregularity as a general
feature of lexical derivations see, for example, my Morphology, Chs. 3 and 10.

Sentences like Dinner is cooking and My aunt is cooking dinner were related in
‘case grammar’: see FILLMORE and contemporary discussion in LYONSs,
Introduction, §8.2; later textbook account in HUDDLESTON, pp. 231ff. See too
ANDERSON; also Fillmore’s (final?) retrospection, ‘The case for case re-
opened’, in COLE & SADOCK (ed.), pp. 59—81. On voluntary and involuntary
actors see the sensitive paper by D. A. Cruse, ‘Some thoughts on agentivity’,
JL, 9 (1973), pp- 11—23; also G. L. Dillon, ‘Some postulates characterising
volitive NPs’, 7L, 10 (1974), pp- 221—33. On the category ‘object of result’
see JESPERSEN, Philosophy, pp- 159f.; MEG, 3, pp. 232—4.

For partial codification see my Generative Grammar, especially §§141ff. For
rules and tendencies compare C. E. Bazell, “Three misconceptions of gram-
maticalness’, in STUART (ed.), pp. 3—9 (on ‘constraint’ and ‘restraint’); W.
Haas, “‘Meanings and rules’, Proceedings of the Aristotelian Society (1972—3), pp-
135—55; also Haas’s review article, ‘John Lyons’ “Introduction to theoret-
ical linguistics”’, 7L, 9 (1973), pp- 71— 113 (important for various points in
this chapter). It is worth recalling Coseriu’s distinction of system and norm:

24



Notes and references

E. Coseriu, ‘Sistema, norma y habla’, in Teoria del lenguaje y lingiiistica general
(Madrid: Gredos, 1962), pp. 11—113 (originally published separately,
Montevideo, 1952). But this has only brief examples from syntax (pp. 83f.).
For further recent discussion see LYONs, Semantics, 2, pp. 373—86 (on the
criterion of corrigibility and syntax vs. semantics generally); also pp. 418—20
(on the related problem of acceptability).

The meanings of with have been much discussed. For the continuity of
instrumental and comitative see I. M. Schlesinger, ‘Cognitive structures and
semantic deep structures: the case of the instrumental’, 7L, 15 (1979), pp-
307—24; for an attempt at a unified description, H.-J. Seiler, “The principle
of concomitance’, FL, 12 (1974—5), Pp- 215—47 (with references to a series of
papers within a transformational framework). For other references see W.
Koch, Kasus — Kognition — Kausalitit: zur semantischen Analyse der instrumentalen
‘mit’-Phrase (Lund: Gleerup, 1978); Koch distinguishes the instrumental and
the comitative very sharply (pp. 125f.).
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Popular definition; sentence not definable by thoughts; problem of com-
pleteness.

One sentence or two? Sentence as maximal linguistic form (Bloomfield’s defini-
tion); as maximal unit subject to rule. Parataxis; intonation a continuous
feature; therefore not subject to rule. Indeterminacy (roles of please and tag
questions).

Incomplete sentences: Latency and ellipsis. Syntactic incompleteness: vs. semantic
variables; vs. incomplete utterances; vs. contracted sentences; vs. sentences
without ellipsis.

Generative syntax: Grammatical vs. ungrammatical; grammar as generative
system. Advantage of generative grammar; and qualifications.

In defining syntax, a dictionary will usually refer to the sentence:
thus ‘the arrangement of word forms to show their mutual relations in
the sentence’ (Webster’s Third International, s.v. §a).! But of all linguistic
units this is the most problematic, and the one whose nature has been
most debated. In a monograph published in the early g0s, Ries listed
seventeen pages of varying definitions,? to which later schools have
added several more, still with no consensus. We must try to appreciate
the reasons for this difficulty, which lie partly in the form of definition
adopted by earlier theorists, and partly in the relative indeterminacy
of our field, as we have just explained it in Chapter 1.

In the popular view, a sentence is ‘a series of words in connected
speech or writing, forming the grammatically complete expression of
a single thought’ (OED, §6). The example

Go away! I'm busy

would thus involve two thoughts, one that the hearer should go away
and the other that the speaker is busy; each of these has a grammati-
cally complete expression in one of which the verb go is connected
with the adverb away, while in the other the pronoun /is connected

L Webster’s Third New International Dictionary of the English Language, (Springfield, Mass.: Merriam,

1961).
2J. Ries, Was ist ein Satz? (Prague, 1931), pp. 208-24.
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with the verb am and the adjective busy. Such definitions are similar to
those proposed in antiquity. Priscian, for example, defines an ‘oratio’
(‘sentence’ or more literally ‘utterance’) as ‘a concordant ordering of
words’ (‘ordinatio dictionum congrua’) which ‘expounds a complete
idea’ (‘sententiam perfectam demonstrans’).® In both accounts the
sentence is linked to something that the modern tradition calls a
thought. In both there is a notion of grammatical or semantic com-
pleteness, and in both a notion of concordance or connectedness. For
example, in P’m busy the verb is concordant with the pronoun in that
its form 1is the 1st singular am, not the grd singular is or the general
present tense form are.

The basic defect of this view lies in the notion of a thought (origin-
ally the Greek didnoia) which is said to be expressed. For there is no
way in which this thought can be conceived independently of the
utterance. It is only when we have heard what he says that we can
attribute to a speaker the expression of this thought and not that
thought, or first one thought and then another thought. Nor is the
speaker himself in any better position. In uttering these sentences I
might be speaking to someone who I found very tiresome; I had the
thought, perhaps, thatif I spoke to him like that he might not trouble
me again. Perhaps I might not in fact have been busy; but I had the
thought that, if I sent him packing, it would be nice to lock the door
and take a nap. But yet P’'m busy expresses the thought (it would be
said) that I am busy. It is obvious that such thoughts are simply a
projection of the sentences themselves. The same holds for the notion
of a ‘single thought’ (OED). In our example there are two thoughts
precisely in that there are two sentences. There are not two sentences
because, on independent evidence, we can establish that there are two
thoughts.

Let us abandon a semantic theory based on thoughts or ideas. But
we must not imagine that there is some other entity, or set of entities,
that can be putin their place. To the popular definition already cited,
the OED adds a second, more technical formulation:

In grammar, the verbal expression of a proposition, question,

command, or request, containing normally a subject and a
predicate ...

3H. Keil (ed.), Grammatici Latini, 2 (Leipzig, 1855), p. 53. Here as elsewhere Priscian transmits a
Greek (Alexandrian) formulation.
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which incorporates a semantic classification of sentences, into ques-
tions, statements, and so on, first proposed by the Greek sophist
Protagoras (fifth century B.C.).* According to Webster’'s Third
International, a sentence is a ‘group of words that expresses an asser-
tion, a question, a command, a wish, or an exclamation, .. .” (s.v., §3).
But these too must be seen as characterisations, not as independent
objects. I’'m busy does not EXPRESS a statement, but IS a statement. If
our example contains two sentences it is not because its parts express
two different kinds of thing. It is because they must be characterised
separately, the first ASa command and the second AS a statement, and
not together. The semantic units are the sentences themselves, not
something else that lies outside them.

The division of sentence types need not occupy us further at this
point. But we cannot avoid the broader problems which such defi-
nitions try to solve. If we turn to another example:

They were drunk. Certainly I was

a grammarian will again establish two sentences, both of the same
type. For comparison he might cite forms with and as a linker (They
were drunk and certainly I was), or with the first statement made a
condition for the second (If they were drunk then certainly I was), where
the tradition sees one sentence only. On what grounds is this justified?
Plainly we must seek some principle of continuity, by which drunk is
connected to were, or certainly to I or I was, in a manner different from
the connection between the sentences as wholes, or between drunk and
certainly in particular. Hence the grammarian’s division, and the
written full stop corresponding toit. The continuity must then change
when, for example, and is inserted. What principle should it be?

In the same example, They were drunk would be described as a
complete sentence: in traditional terms it expresses an idea in its
entirety (compare the formula from Priscian), or is a ‘grammatically
complete expression’ of it (OED). The second sentence is incom-
plete, the idea in question (that the speaker was drunk) being
expressed only partially, with the adjective drunk not made explicit.
Here too we must abandon the appeal to ideas. If a sentence is
grammatically incomplete, it is so precisely by virtue of its grammar,

4 eukholé ‘prayer, wish’, erotésis ‘question’, apdkrisis ‘answer’, entolé ‘order’; see Diogenes Laertius,
IX. 53—4.
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not because there is an object on some other plane (the thought
‘Certainly I was drunk’) one of whose parts does not find expression in
it. So on what grounds might Certainly I was be seen as incomplete
compared to, for example, Certainly I was drunk, whereas They were
drunk is not incomplete compared to, for example, They were drunk last
night?

Let us begin with the problem of continuity, which has attracted
the most attention in the last half-century. The problem of complete-
ness we may treat as secondary.

ONE SENTENCE OR TWO?

The traditional strategy is to define the sentence, and then define
syntax as the study of relationships within it. But we can clearly turn
the problem round. In Chapter 1 we tried to distinguish construc-
tional from other relations. Thus in our first example we would
establish a construction linking go and away, with another linking /
and (a)m and busy. ‘Syntax’ we define as the study of constructions;
the sentence in turn can be defined as the maximal unit of syntax, or
the largest unit over which constructional relations hold. In the same
example we would establish no constructional relation between Go
away! and I'm busy, or between away and I, and so on. By that token
there are two sentences and not one.

This strategy is essentially that of BLOOMFIELD (pp. 170ff.). In
Bloomfield’s formulation, go and away are both ‘linguistic forms’; each
can recur in many different contexts (I must GO out, Take me AWAY from
here, and so on), both as the same ‘phonetic form’ and with features of
meaning that remain constant. So too is the whole form go away,
which recurs, again with a regularity of meaning, in such larger
phonetic forms as Go away till Monday! or I told you to go away from here.
So too are these larger forms themselves. But naturally there is an
upper limit. In our first example it is reached with Go away! and Pm
busy: although each is itself a linguistic form, Bloomfield’s criterion is
designed to recognise no larger unit of this sort —no further regularity
of phonetic form and meaning — which includes both. In any utter-
ance the set of sentences is the set of maximal linguistic forms. Go away!
isaccordingly a sentence when followed by P’m busy, though in Go away
till Monday it is no sentence, since the whole is also a linguistic form. In
our other example (They were drunk. Certainly I was) both They were
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drunk and Certainly I was would likewise be conceived as maximal; by
definition they too are sentences.

This strategy has obvious attractions. For instead of taking the
sentence as given, and determining our field by reference to its
boundaries, we begin by asking if a relation is of interest to us, and
establish a boundary, or no boundary, purely by that decision. But
Bloomfield’s notion of a linguistic form is not satisfactory. He defines
it as ‘a phonetic form which has meaning’ (BLOOMFIELD, p. 138); so,
the term should apply to any form which has this property. But what
of our two sentences together (Go away! I'm busy)? Surely this too has
meaning — as a whole, not simply as two parts. So does the whole of
Bloomfield’s Language, or that chapter of it, or the opening lecture in
my next course on phonology. If my lecture has meaning it is ap-
parently a linguistic form; by definition it must then be a sentence,
provided that my course of lectures is not seen as an even larger
linguistic form.

It is tempting to answer that such meaning lies outside linguistics.
It concerns the way in which an utterance is composed on a particular
occasion (in Saussurean terms it is a feature of ‘parole’), and has
nothing to do with the language (‘langue’) as such. But just as a
language has its grammar or its syntax so, traditionally, it also has a
stylistics. Within it there are statements to be made about connections
between sentences, or even among larger units, which belong as
clearly to the characterisation of style in particular languages (in one
language or in a group of languages generally), as a statement about
the meaning of words belongs to their lexicon, or a rule of agreement
to their syntax, or a description of rhythm to their phonology or
prosody, and so on. Such larger forms have meaning in a way which
interests the linguist; therefore they too can appropriately be called
linguistic forms. Yet they are not sentences, since they do not interest
our field specifically.

What do interest us, according to the view developed in Chapter 1,
are linguistic forms which are subject to rule. In Bloomfield’s own
illustration (BLOOMFIELD, p. 170), the speaker begins with the greet-
ing How are you? The verb is subject to agreement; in his terms, there is
a grammatical feature of selection (pp. 164f.) by which it is are and not
am or is. There is also a grammatical feature of order (p. 163),
exemplified in the sequence of words. In Priscian’s terms, Are how you?
or You are how? would not be a ‘concordant ordering’ (‘ordinatio
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dictionum congrua’). The speaker then continues with two further
sentences (If’s a fine day. Are you playing tennis this afternoon?), each of
which conforms to the same or similar restrictions. Thus we may add
a feature of order by which fine precedes day (not It’s a day fine), or a
feature of selection by which one says Are you playing . . . ? and not, for
example, Have you playing . . . ? But no such features link the sentences
themselves. Although the last two might be connected in meaning
(the tennis perhaps depending on the weather), and we could also see
the first two as stylistically connected (remarks on the weather being
an ordinary accompaniment of greetings), no rightness or wrongness
can be demonstrated. One of the three could easily be dropped, or
another form put in its place. (How are you? My bike’s got a flat tyre. Are
you playing tennis this afternoon?) Nor do we need a linguistic rule to
explain why the forms are said in that order and not, say, with the
greeting last. (I’s a fine day. Are you playing tennis this afternoon? How are
you?) Bloomfield does not use the term ‘rule’; it was only after
Chomsky’s work in the 50s that it began to lose an earlier stigma. But
it is the evidence of rules that allows his ‘grammatical features’ to be
distinguished.

Let us now take an example which is more problematic. In
Orwell’s Animal Farm the sheep chant a slogan which is in two parts:

Four legs good, two legs bad

— punctuated, as shown, with a comma.? This is undoubtedly a
linguistic form; indeed the whole chant would be such a form, the
mass repetition of slogans being at least of stylistic interest. The
comma also marks an intonational connection. If uttered once the
first part might, for example, have a low rise:

Four legs ,cooD
and the second a complementary fall:
Two legs BAD

If chanted the whole would form a striking rhythmical unit, even with
a pause in the middle. In either form of utterance, the first part has a
non-final intonation, showing clearly that the second is to follow. (So,
if a speaker paused at that point, his hearers might expect him to go

5George Orwell, Animal Farm: a Fairy Story (London, 1945), Ch. 3 et passim.
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on, or might wonder why he had stopped.) All this should be the
subject of linguistic description, whether the form is one sentence or
two. Then shall we acknowledge Orwell’s comma, and treat it as one?

According to Bloomfield, two or more forms stand in a relation of
parataxis (Greek tdxis ‘arrangement’, pard ‘beside’) if they are joined
only by their intonation. So, if there is nothing else, there is at least
parataxis between four legs good and two legs bad; according to
Bloomfield’s treatment of intonation, they would be ‘united by the
use of only one sentence-pitch’ (BLOOMFIELD, p. 171). In our earlier
example, Go away! could likewise be related paratactically to Pm busy:

Go away I’'m Busy!

—with a rhythm just like Go away till Monday. Now if an item such as as
were inserted:

Go away as I’m Busy!

a grammarian would at once treat the second part (as 'm busy) as
syntactically subordinate to the first. Could the intonation also realise
a similar construction?

For Bloomfield himself the answer was already given. For if there is
parataxis the whole utterance must be a linguistic form, the into-
nation being clearly a subject for linguistic description. Hence only
the whole can be a maximal linguistic form. Accordingly the pitches
were themselves seen as a feature of grammatical arrangement, be-
longing to a category of ‘modulation’ (BLOOMFIELD, p. 163). Butif we
take this line the features proposed will soon prove hopelessly elusive.
In the example from Orwell it is easy to show the linkage, as this form
of slogan has limited and rigid patterns. But could there also be
parataxis between, for example, It’s a fine day and Are you playing tennis
... ? Presumably there could; compare Bloomfield’s further example:

It’s ten o’clock, I have to go home

where the comma marks no more than a ‘pause-pitch’ (p. 171). But
exactly which tunes have a pause-pitch — or a first part which is
intonationally non-final — and which have a sentence-pitch? The
more tunes we consider the more uncertain any answer will become.
Or we might start from the paratactic form of our original example
(Go away Pm BUsp!) and shift it gradually towards a form with
separate nuclei (Go awAy/ 'm BUsy). There would be no certain point
at which we could say that the relationship changed.
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The root problem is that intonation is a continuous feature. A
word, for example, is either there or not there: in Four legs good there is
a plural legs, in Four leg good the singular leg, and in Four good no noun at
all. There is nothing between these that is neither quite plural nor
quite singular, nor quite present nor quite absent. In brief, words are
discrete items. The same holds for the order of words: in_four legs the
noun is second and in legs four it 1s first, again with no intermediate
range. Such discreteness is essential to the formulation of rules. In
Four leg good a rule of selection has been broken, which in Four legs good
has been obeyed; there are just these possibilities, either to get it
wrong or to get it right. Likewise the order is correct in four legs, but
incorrect in legs four. In general we could not properly talk of rules (for
plural not singular, for numeral + noun not noun + numeral)
unless, in principle, we could determine when the forms included in
these oppositions (legs not leg, fishes not fish, three fishes not fishes three, and
so on) were being used.

To Bloomfield and his successors it appeared that intonation could
be treated in the same way. For English he himself proposed a discrete
set of ‘pitch phonemes’ (BLOOMFIELD, pp. 91f., 130), in which pause-
pitch can be opposed to sentence-pitch just as, among consonant
phonemes, p in paint is opposed to fin faint or ¢in taint. Butitis hard to
see why such analogies should have been thought valid. Among
vowels and consonants we will naturally find phonetic continua, such
that in practice speakers can mishear. That in itself confirms the
principle of discreteness, by which an intermediate sound is neces-
sarily taken one way or the other. But with intonation the continuity
1s fundamental. Although as phoneticians we can hear two tunes as
different, or transcribe form a as having a different pitch from form b,
in the end there is no way of saying whether they enter into a simple
opposition (like the English front ¢ and back o, or the fortis p and lenis
b), or an opposition with more terms in between (like the close : and
the open a, or the labial p and velar £), or no opposition at all. The
phonemic principle cannot apply, there being no evidence for clear-
cut sameness or distinctness, but only for greater or lesser similarity.

This does not mean that the intonation should be ignored. For it
can have a crucial role both in realising a given construction (thus the
intonation of interrogatives tends to differ from that of declaratives)
and in marking boundaries between syntactic units. One such unit is
the sentence itself, though in normal speech the cues are often lacking.
But all this is a matter of more or less; there are no rules by which a set
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of right tunes is distinguished from a set of wrong tunes. Hence there
are no rules covering parataxis, as Bloomfield defines it. In his own
example, I have to go home may indeed be linked by intonation to It’s ten
o’clock. But there is no other linkage; one could as readily say I have to go
home, it’s ten o’clock (with the forms in the opposite order), or It’s ten
o’clock, time to go (with an alternative to I have to go home), or any other
combination that obeys the rules internal to each part, and makes
sense. Accordingly there are two sentences, following our general
principle. Likewise Go away! is a separate sentence from Pm busy,
however unified their tune may be.

In Orwell’s slogan there is at least parataxis, as we said. If that were
the only link, both four legs good and two legs bad would be maximal
syntactic forms. But perhaps it is not. The two forms have identical
constructions, each consisting of a numeral, noun and adjective, in
the same order and with the same roles. In Bloomfield’s terms, this too
could be a matter of grammatical arrangement, with features of order
and selection (for example, the non-selection of a copula) as well as
modulation. Then this too might be seen as subject to rule. If so, the
parallel would be described as a constructional relationship; so again
one sentence, not two. The problem here is typical of many that arise
in practical applications, or that would arise if the tradition did not
offer ready-made solutions. There is certainly a pattern to be de-
scribed. But to what branch or mode of description does it belong?

In this case a rule would be limited to a certain style of utterance. It
is only in such chanting that a form which broke the parallel (Four legs
good, but two bad; Four legs O.K., two legs are not 0.K.) could properly be
classed as wrong, or even awkward. We might therefore see this as a
pattern in stylistics — a special case of parallel patterning in general.
But there are parallel forms that do belong to syntax: The harder we
work the less we earn, The fewer the better. Is the sheep’s slogan more like
these, or more like a purely stylistic antithesis:

One has to belong to the intelligentsia to believe things like that:
no ordinary man could be such a fool

—from the same author?¢ Perhaps there is no definitive answer. In one
case the pattern is codified (Chapter 1 above); in another we find no

¢ George Orwell, The Decline of the English Murder and Other Essays (Harmondsworth: Penguin
Books, 1965), p. 178.
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more than a stylistic tendency. But marginal codification must also be
expected.

It is not surprising that different scholars can at times arrive at
different conclusions. Please, for example, can appear as the only word
in an utterance; hence the only word in a sentence. Thus:

(a) Please!

— meaning ‘Please be quiet”’;, ‘Yes, I'd love a cup of coffee’, or
whatever the situation suggests. Like Go away! this sentence can
appear in parataxis:

(b) Please! I'm busy

again with a non-final intonation. But one could also make the
request explicit:

(¢) Please could you be quiet?

where the same role might be played by please in final position:
(d) Could you be quiet please?

or, of course, in the middle:
(¢) Could you please be quiet?

where quiet alone might carry a nuclear stress. For many gram-
marians, the last three establish please as an adverb (so, for instance,
QUIRK et al., pp. 470ff.). But dictionaries still tend to class it as a verb,
with the please of the historical (if you) please a form of the same word as
the infinitive please of I like to please her or the past tense pleased of It
pleased me (so, for example, at the end of the entry in Webster’s Third
International). For Bloomfield its role is paratactic; even in case ¢, it is
grammatically no more than an interruption (compare BLOOMFIELD,
p. 186) of the larger form Could you ... be quiet?, with which it is
intonationally linked.

In this last case it seems clear that Bloomfield is in error. For there is
a rule of adverbial position — in his terms, a grammatical feature of
order — by which please comes after you and before be, not before you
(Could please you be quiet?) or directly before quiet (Could you be please
quiet?). But the others are less straightforward. In case b the second
partis declarative (’m busy); since adverbial please is normally used to
qualify requests, we might continue to take Please! as a separate unit,
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syntactically as in case a. In case ¢ we do have a request; therefore it
seems natural to take this as case ¢. But suppose that ¢ is uttered with
two separate contours:

,PLEASE! Could you be ,qQuiet?

Is this still just one request, or rather two requests (or a request and an
attention-getting prelude), with Please/ once more paratactic? If the
latter, then why not when the intonation is continuous? For there
could also be a single contour in case b (Please 'm BUsy! ). We will also
find genuine instances of interruption:

(f) I'm busy — please! — till Tuesday

(where the main form is again declarative). If requests are found with
a similar pattern (Could you put them, please, on the table?, Will you stop,
please, doing that?), do we still treat please as an adverb (as in case ¢) or
should they go instead with case f? There is no single correct way of
deciding which forms should come under the rule.

A similar problem arises in the analysis of Tag Questions. In an
example such as the following:

They will be coming, won’t they?

the final question is a tag whose verb and subject (won’t they?) pick up
the preceding subject and first verb ( They will) of the statement. The
pattern would be broken if one said They will be coming, won’t he? (with
subjects they ... he), or They will be coming, aren’t they? (with verbs will
... are); so too in He comes tomorrow, won’t he? (instead of doesn’t he?), We
are seeing him on Tuesday, don’t I? (instead of aren’t we?), and so on. Most
grammarians would state this as a rule (so, for example, QUIRK et al.,
pp- 390f.). But not every example fits so neatly. The tag is not
invariably at the end: It was Mary — wasn’t it? — who came yesterday.
Nor does it always pick up the main verb: He said it was Mary who was
coming, wasn’t it? (compare He said it was Mary, didn’t he?). Nor in that
case need the verbs so strictly correspond: He said it would take us three
hours, wor’t it? In other cases only a noun is picked up: He’s playing a
glockenspiel, isn’t it? or I spoke to your brother — wasn’t it? — on Saturday. In
the last example wasn’t it? can reasonably be treated as an interrup-
tion (like please! in I’m busy — please! — till Tuesday). But what of the
others? Are they too outside the rule, and so no more than paratactic?
Or should some, at least, be brought within it?
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We could construct two opposite lines of argument. On the one
hand, it is clear that each form could be altered for the worse: for
example, He said it would take us three hours, doesn’t it? (with doesn’t
substituted for our earlier won’t) or He’s playing a glockenspiel, isn’t she?
This last form can be corrected (as any grammarian will tell us) by the
change of she to he: thus He’s playing a glockenspzel, isn’t he? But it can also
be corrected (so we would argue) by the change of she to it; just as
there is a rule for correspondence with the verb and subject, so we
could postulate a second rule, for correspondence with other noun
phrases. The form with doesn’t it? might be corrected either by replac-
ing the whole tag with didn’t he? (He said it would take us three hours, didn’t
he?) or by matching would in would take with at least a form of the same
verb (wouldn’t or won’t). Both changes would be offered as evidence for
a rule: in both cases by our usual test of corrigibility.

On the other hand, it is not clear that the worsening illustrated is
any more than a worsening of sense. In . . . a glockenspiel, isn’t she? there
is nothing that shke can be taken to refer to, neither ‘he’ nor the
glockenspiel being eligible. If we restore it we are not, perhaps,
correcting a form which is wrong, but merely substituting paratactic
forms which make sense for others that make nonsense. (Similarly I£’s
ten o’clock, I must go makes more obvious sense than It’s ten o’clock, two
and two makes four.) Nor need we postulate a rule (so, again, we would
argue) to explain why it is hard to understand He said it would take us
three hours, doesn’t 1t?, or why won’t or wouldn’t — note either — is more
intelligible. But we do need a rule by which It would take us three hours,
won’t it?, with the tag linked to the main verb, is corrected to It would
take us three hours, wouldn’t it?, with would and wouldn’t matching exactly.

Inshort, when are forms that correspond in sense more than merely
forms corresponding in sense, and specifically forms corresponding by
rule? Our only expedient is to ask how systematic the correspondence
is. In our first cases a grammarian finds a neat and general pattern,
covering forms of up to a dozen verbs (will/would, can|could, and so on)
and frequently exemplified in speech. Therefore he states a rule,
which (with additional features we have not mentioned) takes per-
haps half a page. But if we try to extend this to the whole range of
examples (including ... your brother — wasn’t it? —) all neatness and
generality will be lost. Therefore no grammarian does, at least to the
writer’s knowledge. However, the precise line might be drawn at
various points. The pattern is not substantially changed when tags
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come in the middle (/t was Mary —wasn’t it? —who . . .); so perhaps we
should still talk of a single sentence, with the rule varied accordingly.
There are also final tags whose correspondence is less firmly estab-
lished. For example, I am not myself so happy with a tag in oughtn’t
(He ought to go, oughtn’t he?), and could easily say shouldn’t, especially if
the verbs are well separated (It ought to work better at that sort of price,
shouldn’t 1¢?). Is this last example within the rule, as a variant, or is
there again parataxis, with ought and shouldn’t merely going together
in meaning? The facts themselves do not dictate an answer.

INCOMPLETE SENTENCES

Our other problem concerned the notion of completeness. In the
example given earlier:

They were drunk. Certainly I was

the meaning of the second sentence has to be gathered from its
context. All else being equal it means that the speaker was drunk; in
traditional terms, the adjective drunk must be understood. Thus:

Certainly I was (sc. drunk)

In other contexts the hearer might understand, or be meant to
understand, something else — thus a verb and an adverb:

A. Don’t you think we were driving too fast?
B. Certainly I was {sc. driving too fast)

or a clause:
Certainly I was {sc. where I should have been)

and so on. But some element or elements are always missing from —or,
we will say, are latent in — the construction. Thus one construction of
this sentence has a latent predicative element:

Adverb Subject Copula Predicative
Certainly I was < >

In such cases the sentence itself is described as elliptical. So, in our
first interpretation, there is an ellipsis of the predicative element
drunk.
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In this example the evidence is quite clear. For the sentence cannot
be uttered out of the blue; there must be some context — verbal or non-
verbal, immediate or non-immediate — which shows what words are
intended. The speaker can also be made to complete it, if necessary.
Suppose, for example, that we are looking at some facetious notice:
‘Were you drunk last night?’ I laugh and say ‘Certainly I was.” But
perhaps you do not follow; ‘Were what?’, you ask. I might then point
to the notice and say ‘Drunk, of course’, supplying the element which
was missing. The problem, however, is that any utterance is in some
sense incomplete, in that there is always something which the speaker
might in principle have said, or might in principle have said more
precisely, had it been necessary. Nor is this the only type of ellipsis
that grammarians have postulated. The evidence of latency will play
an important role in later chapters, in distinguishing elements for
which it is or is not possible. We must therefore begin by separating
this form of incompleteness, which is syntactic and of sentences, from
four others which either do not concern us or will concern us in other
ways.

The first is illustrated by the following example:

There’s football tonight. Will you be watching it?

where the it of the second sentence would refer, all else being equal, to
the game of football, or the football programme on television, men-
tioned in the first. This sentence too is clear only in an appropriate
context. I could not greet you out of the blue and say:

Good morning! Will you be watching it?

‘Watching what?’, you might reasonably ask. Once more the context
need not be verbal: the person addressed might be looking at a poster,
announcing that a game of soccer, or whatever else is in question, will
take place. In such sentences the pronoun i is a semantic variable,
whose referent the hearer has in some way to identify. So are both e
and did it in, for example, He did it yesterday. Suppose I greet you with
this information:

Good morning! He did it yesterday

Perhaps we had talked about it the previous evening. (‘When 1s
Bloggs going to clear out his office?’) Or perhaps there is some other
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indication. (Thus I see you nailing a reminder to Bloggs’s door.) But
in some way both the person and the action must be identifiable.
Otherwise you will again be at a loss. (‘Sorry, who did what?’)

Ellipsis and variables have overlapping roles. Instead of Will you be
watching it? one could also say Will you be watching?, with the object
latent. The same remarks would apply — for example, if I said out of
the blue:

Good morning! Will you be watching?

There are also contexts in which Did it could be said in place of He did
i

A. Has Bloggs cleared out his office?
B. Did it yesterday

Instead of He hasn’t done it, one could often use the elliptical He hasn’t:
He hasn’t {sc. cleared out his office >, He hasn’t {sc. shavedy, and so on. In
some contexts one, in some the other form might be preferable. But
from a syntactic viewpoint the phenomena are different. Will you be
watching it? has an object it, just as Will you be watching the football? has an
object the football. The incompleteness is lexical or semantic, and
would be remedied not by adding an element, but by making the
existing element more explicit. Likewise He hasn’t done it has the same
overall construction as He hasn’t shaved or He hasn’t cleared out his room: a
main verb, with or without an object (shaved, cleared out his room, done it)
is related to an auxiliary verb (hasn’t) and a subject. But in He hasn’t
the auxiliary is left hanging; to remedy its incompleteness at least one
other element (main verb, main verb plus object, and so on) must be
supplied. Likewise the object must be supplied in Will you be watching?

Our second distinction is between an incomplete sentence and an
incomplete utterance. Suppose that I would like you to open the
window. Then I might gesture towards it and say:

Please, would you mind opening .. .?

But then I stop, or say ‘Thank you’, since I see you are already
moving to do it. Or suppose that I forget someone’s name: ‘That girl
over there is ... Dammit, I was told only yesterday.” Such cases
certainly involve incompleteness. But the reason I stop is not that I
expect you to supply the words which are missing. In the second case
you might indeed refresh my memory. (‘Jane Bloggs, isn’t she?’) But I
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scarcely assume that you can do so. In the first case I was going to say
‘the window’, or ‘that window’, or ‘that window over there’; it was
only as I was speaking that I realised it was unnecessary. Perhaps you
are still not quite sure what I want — for example, if you should open
the window or a cupboard which is underneath. In that case you
might simply pause, expecting or inviting me to continue. In these
examples a sentence is attested only as a fragment: thus a fragment of
what might have been the declarative sentence That girl over there is
Jane Bloggs, or the request Would you mind opening the window? This
fragment has no standing of its own.

For such cases the intonation is usually a sufficient guide. In the
second example no word would carry nuclear stress; the pattern is one
that should continue, with a nucleus in fane BLOGGS, or whatever else
might have been said. Otherwise there might indeed be ellipsis:

That girl over THERE is {sc. Jane Bloggs)

— which would not suit the context. Likewise an utterance of the
incomplete Will you be watching?

Will you be “WATCHing?

(high fall-rise with nucleus on watch-) is clearly distinguished from
the fragment:

Will you be watching ...?

which is an incomplete utterance of the complete Will you be watching
FOOTball?, Will you be watching them arRIVE?, or the like. We will natu-
rally find utterances in which both phenomena are attested. Thus:

Are you listening {sc. to the concert) at homeor...?

— the hearer interrupting ‘At home’.

Fragments are of no concern to syntax, except as a source of
confusion in our data. But ellipsis is constrained by rules. The object
can be latent with ‘to watch’, as above; also, for instance, with ‘to
play’: Do the children play {sc. football, sc. bridge, . ..) too? But there are
other verbs with which it has to be present. Suppose you asked me if I
would like the window open or shut. I could not answer ‘Would you
mind opening?’ or ‘Could you please shut a little?’; with these verbs,
or with the active sense of these verbs, the sentence must have the
complete construction (Would you mind opening it? or Could you please shut
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the window a little?). There may also be rules for the construction in
general. We gave an example with ellipsis of the subject (Did it
_yesterday). But if the subject is latent there would also be ellipsis of a
‘be’ or ‘have’ auxiliary: Bringing his wife, is he? not Is bringing his wife, is
he?, Been drinking too much not Has been drinking too much. Likewise for ‘to
be’ as copula: Stupid, weren’t they? not Were stupid, weren’t they? It is easy
to see why such a verb should tend not to be realised. But it is more
than simply a tendency, and is therefore part of our field.

A third distinction may be drawn within syntax, between ellipsis
recoverable from inside and from outside the sentence. In example a:

(a) Stolen another?

both words must be construed with latent elements: stolen with an
auxiliary and subject, another with at least a head noun. So:

{sc. Had Bloggs) stolen another {sc. car)?
{sc. Have you) stolen another {sc. bicycle)?

and so on. The same two words can also appear in an example such as
(6) Bloggs has borrowed one car and stolen another

where we might again see atleast two latent elements (. . . and {sc. has)
stolen another {sc. car)), subject to rules that are very similar. But as
sentences these are not in the same category. Example a means
different things in different contexts, and can naturally be misinter-
preted. (For example, you arrive driving a car when I know your own
has been smashed up. I greet you: ‘Hullo! Stolen another?” But you
have in fact stolen someone’s umbrella, which isin your hand as I say
it. Therefore you think it is the umbrella I am referring to.) But in
example b the latent elements can be supplied uniquely. In such cases
we will describe the sentence as contracted. Thus b can be under-
stood as a complete sentence which may, however, be a contraction of
one in which /as and car are repeated.

There is again a parallel with semantic variables. In example b,
another was taken to mean ‘another car’; likewise in example ¢:

(¢) Leave the books where they ARE
the pronoun they refers to the books. In:
(d) I'll fetch it if Bloggs HAsn’t

the ellipsis can be recovered either from inside or from outside the
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sentence (‘if Bloggs hasn’t fetched it’ or, in context, ‘if Bloggs hasn’t
got a car’, ‘if Bloggs hasn’t time to go’, and so on). Likewise in:

(¢) Bloggs said he was coming

the pronoun ke might refer either to Bloggs, or to someone quite
different (A. ‘What about Smith?’ B. ‘Bloggs said he [i.e. Smith] was
coming’). In the first interpretation, 4¢ would be said to stand in a
relation of anaphora; it relates back (Greek and ‘above’, phord ‘a
carrying’) to the antecedent word or phrase Bloggs. Likewise they in
example ¢ is in an anaphoric relation to the books, and in an example
which we gave earlier:

There’s football tonight. Will you be watching it?

many scholars would see it as related anaphorically to an antecedent

Jfootball. It will be obvious that a pronoun which can only be ana-
phoric (as in my reading of example ¢) is a special case of anaphora
within the sentence (as in one interpretation of example ¢), which in
turn is a special case in the interpretation of semantic variables, or of a
certain type of semantic variable, in general. Likewise ellipsis that
must or can be recovered from within the sentence (asin examples  or
d) is a special case of a much more general phenomenon, illustrated
by Stolen another?, Will you be watching?, and so on.

A fourth distinction is between an incomplete sentence and one
that merely could have contained more elements. In I was watching all
the time there is again ellipsis; this would not be said unless it was clear
who or what was being watched. But in J was reading all the time there is
simply no object. On occasion the person addressed might know what
was being read, and the utterance might bring it to mind. (‘Of course.
You had that awful thesis, didn’t you?’) But it is not necessary.
Suppose I have seen Bloggs sitting opposite you in a railway compart-
ment; I might ask ‘Did you talk to Bloggs on the train?’ You could not
reasonably reply ‘No. I'm afraid I was watching all the time.
(Compare ‘No. I was looking out of the window all the time.”) But you
could perfectly well reply ‘No. I'm afraid I was reading all the time.’
What you were reading is immaterial. Likewise if you reply: ‘No. I
was too busy eating.” With ‘to watch’ we establish a single construc-
tion, in which the object may however be latent. With ‘to read’ or ‘to
eat’ we establish two distinct constructions, one with an object and
the other without, each of which is equally complete.

This distinction is clear in principle, and clear in practice over
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many particular examples. But others are debatable, or raise compli-
cations. We said that ‘to play’ could also take a latent object — thus in
the following interchange:

A. I play chess a lot.
B. Do the children play too?

where B means his hearer to understand chess. But we could also find
examples like this:

A. The children work a great deal.
B. Do they play too?

where the verb is objectless, just like the verb in Do they read too? A
natural solution is to say that the constructions are different:

Subject Predicator Object Adverb
the children do... play < D too
Subject Predicator Adverb

they do ... play too

— the former elliptical, the latter not. We might also suggest that the
verb has slightly changed its sense (from ‘engage in a formalised
game’ to ‘amuse oneself in general’). But this technique must not be
abused. Suppose again that you were sitting opposite Bloggs; I ask
you ‘Did you talk to Bloggs? Now perhaps this is pure curiosity: I
would like to know how the two of you are getting on. But perhapsitis
not: there is something specific you were meant to ask him. Should we
then distinguish a separate construction, where talk construes with a
latent adverbial? (Thus Did you talk to Bloggs {sc. about his car), {sc.
about coming on Saturday, and so on.)

Surely not. For the test of ellipsis is that the person addressed can on
occasion fail to supply it. I have it in mind that you play chess;
perhaps I am pointing to a photograph of you doing so. I ask ‘Do the
children play T00?’, with the nucleus on f0. Now perhaps you fail to
make the connection; in that case you are at a loss, precisely because
the object is unclear. (‘Sorry. Play what?’) But you would not simply
take it as a non-elliptical sentence (compare Do the children PLAY
TOO?). There could be no such difficulty with Did you talk to Bloggs?
Perhaps I did have a specific point in mind; perhaps you have in fact
forgotten it. You might even ask: ‘Sorry. Was there some reason I
should have {sc. talked to him»?’ (or ‘Sorry. What about?’). But what
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you have failed to grasp is not my sentence — merely my reason for
uttering it. We will not establish ellipsis unless it is clear that the latter
explanation does not suffice.

GENERATIVE SYNTAX

The sentence is the domain of rules which specify that certain combi-
nations of words are grammatical, and certain others are ungram-
matical. For example, we have posited rules by which a gram-
matical arrangement I am busy is distinguished from the ungram-
matical I busy am, with the wrong order; also from I are busy, with the
wrong agreement; also from I busy are, with both. The set of rules
established for a given language would together supply a definition of
the total set of combinations which were in accordance with it. So, by
the rules which we have posited, I am busy would be a member of this
set, whereas I busy am, I are busy and I busy are would not be. Those
members which are maximal, in that they are not part of larger
combinations for which rules are also stated, would be defined as the
grammatical sentences of the language. So, by the same rules, /
am busy would be one such sentence. The more reliable the rules which
a grammarian posits the more accurate, of course, will the definition
be.

This is the basis for the notion of a generative grammar, as
Chomsky first explained it in the 50s. As he pointed out, the set of
grammatical sentences can be taken as infinite. For example, on the
pattern of “The House that Jack Built’, we can establish a sentence
Thas is the house that Jack built, then another sentence This is the malt that
lay in the house that Jack built, then another sentence This is the rat that ate
the malt that lay in the house that Fack built, and so on, in principle without
limit. A grammar is said to generate such a set; just as in mathe-
matics we can talk of a rule which generates an infinite set of numbers
(OED, Supplement, s.v. ‘generate’, §2.d), so, for a given set of words
or other minimal units, the rules of grammar can be seen as generat-
ing all the sequences of units which are established as grammatical
sentences, and none of those established as ungrammatical.
Chomsky’s first, and in my view most impressive, achievement was to
clarify this notion, and to show that such a system could be
formalised.

There is nothing here that any language scholar need find dis-
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concerting. If we accept that a construction is subject to rules, and
define the sentence as the maximal unit of construction, then with
respect to whatever rules we posit, there must be a set of sentences that
follow them, which we are calling grammatical, and a set of combi-
nations that break them, which we are calling ungrammatical. The
notion is also of great heuristic value, since itisin trying to formulate a
generative grammar, and seeing how far the sentences it generates are
right, that the coherence and adequacy of a description are most
rigorously tested. In that way Chomsky’s insight has greatly
deepened our understanding of what we are doing. But it has to be
accompanied by three qualifications.

Firstly, there is no precise set of grammatical sentences, or set of
sentences to be generated, which is given in advance of our analysis,
or of the criteria by which the grammar is set up. There is much
indeterminacy, and we must often draw a distinction for which the
arguments are not conclusive. In such cases the generality of the rule
may itself be a decisive factor (asin our discussion of tag questions). A
grammar could in principle be limited to complete sentences. But that
too is the grammarian’s decision; by another criterion it would gen-
erate complete and incomplete alike. The choice is not dictated by
our subject matter.

Secondly, just as there are aspects of language which are subject to
rules, so there are others which are not. For example, we posit no rules
for collocations (Chapter 1), nor for word meanings in general. In
Chomsky’s earliest work these aspects were excluded from descrip-
tion, as in the Bloomfieldian theory of which his was an offshoot. But
in the mid 60s the notion ‘rule of grammar’ was extended to all facets
of the speaker’s knowledge of, or competence in, his language —
including collocational restrictions (the subject of ‘selectional rules’ in
CHOMSKY, Aspects, p. 95), including the meaning of grammatical
functions (thus the different meanings of objects which we discussed in
Chapter 1), and so on. In my view both the earlier and later Chomsky
were mistaken. Syntactic rules can furnish only one part of the
description of a language. But it is only when they are limited to
syntax, or to syntax plus some aspects of morphology, that generative
treatments are sound.

Finally, it must be accepted that the formalisation of syntactic
rules, which remained a dominant ideal until well into the 7os, is
essentially a side issue. Our main problem is to distinguish different
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forms and types of construction, and to decide when they are in-
stanced. If we can deal with that, we can ask what formalisation is
appropriate. If we cannot, the pursuit of formalisation is not going to
‘help us. The constructions themselves must therefore be the main
topic of this book.
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Syntax vs. morphology.

Words or morphemes? Tests for word boundaries; applied to division within
words. Description in terms of paradigms; or of morphemes. Arguments for
morphemes: units said to cross word boundaries; words and morphemes with
identical function. Periphrastic formations. Form of description to be chosen
ad hoc.

Markers and determiners: Similarities between words and inflections; form words
vs. content words. Markers. Closed and open sets; dependency; determiners.
Form words definable only in specific functions. And as part of specific de-
scription: evidence, criteria, models. Full word or marker? (analysis of and and
or). Amalgamated elements.

In the last chapter we treated the sentence as the maximal syntactic
unit. We now turn to the minimal unit, which by tradition is the
word. So, in a line from Ted Hughes which we cited earlier:

Takes his changed body into the holes of lakes

there are constructional links among /is and changed and body, or
among the and holes and of and lakes. But there is no syntactic relation-
ship between the root fole and the plural suffix -s, or between change
and the participial inflection -d, or between iz and ¢0 in the compound
preposition info. The structure of words belongs to another branch of
grammar — morphology or the study of ‘form’ (Greek morphé ‘form,
shape’).

This view has often been challenged, and for respectable reasons.
We must therefore look carefully at the arguments that objectors have
put forward, and the ways in which they can be met.

WORDS OR MORPHEMES?

In the sentence which we might transcribe [dzilzdiso' piad] all speakers
will immediately identify three units: the proper name il [&il], a
phonetically reduced form of Aas [z], and the participle disappeared. But
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suppose we are asked to justify these divisions. Why should these
units, and these alone, be set up?

A standard method is to make tests of replacement and insertion.
For jfill we can substitute, for example, John or my pencil ( John’s
disappeared, My pencil’s disappeared). Between ’s and disappeared we can
insert, for example, already ( Jill’s already disappeared). Disappeared can
be replaced with vanished or finished her dinner. These new forms fit
together: one can also say john’s vanished (combined substitution of
John and vanished), Jill’s already vanished (substitution of vanished com-
bined with insertion of already), and so on. One might even try to
make sense of My pencil’s eaten her dinner. These changes of form are
accompanied by regular changes of meaning. Thus Fohn’s disappeared
differs in meaning from John’s vanished as Fill’s disappeared differs from
Jull’s vanished, the differences being attributable solely to the change of
participle. Likewise john’s disappeared differs in meaning from Fohn’s
already disappeared as Fill’s vanished differs from Fill’s already vanished, and
so on.

But why should the analysis stop at this point? In disappeared we can,
for example, substitute obey for appear ( Fill’s disobeyed); we can also
drop dis- (Fill’s appeared), as again in Fill’s obeyed. Although the
change of meaning is less regular, disobeyed and disappeared are opposed
to obeyed and appeared as broadly negative to positive. Alternatively,
we might see obeyed as a form in which obey replaces the whole of
disappear, leaving just the suffix (-ed) unchanged. In this way our
example may be split not just into three successive words:

Jill + ’s 4+ disappeared
but into at least five partly smaller units:
Jill + ’s + dis + appear + ed

with ’s, or the full form Aas, perhaps divisible into two more.

Such results can lead to two forms of description. In the view
adopted here the participle disappeared is one form in a paradigm.
The paradigm as a whole is that of a verbal lexeme DISAPPEAR (‘to
disappear’ in the traditional usage which we have followed in the first
two chapters) which is distinct from other lexemes such as APPEAR,
OBEY or DISOBEY. The place of disappeared in this paradigm can be
characterised by the feature or morphosyntactic property Past
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Participle; this in turn is distinct from other morphosyntactic prop-
erties such as Present Participle (the property which characterises
the place of disappearing), Past Tense (the form here being homonym-
ous with the past participle), and so on. In sum, the word or word
form disappeared, as it appears in the example Fill’s disappeared, is the
past participle ‘of’ DISAPPEAR, or that form of DISAPPEAR which is so
characterised. The lexeme and the morphosyntactic property, with
their respective classificatory and other features, are all that is syn-
tactically relevant. Of the smaller forms which we have isolated, dis-
and appear are two parts of a complex root; but a root too is a purely
morphological construct. The suffix -¢d is an inflection serving as the
exponent of past participle; but the exponent of a property in no way
characterises the property itself.

The other view is that, since these smaller forms can be identified
by the method which we have illustrated, it is they, and not the
traditional words or word forms, which must represent the basic units
of our field. In the usual formulation, APPEAR and past participle
would be seen as morphemes, which precede and follow each other,
in the construction of our example, just as the corresponding se-
quences of sounds, [opis] and [d], precede and follow each other in the
form itself. Another morpheme — DIs-, let us call it — would be
represented by the prefix. Likewise ’s, as the reduced form of Aas, is the
exponent of a verbal morpheme HAVE followed by a second, inflec-
tional morpheme which is conventionally labelled ‘grd singular’. In
syntax, therefore, ’s disappeared would be made up not of two units but
of five:

HAVE + 3rd singular + DIS- 4+ APPEAR + past participle

each of which enters into constructional relations.

There is no easy choice between these alternatives, largely because
the status of the word, as a phonological, grammatical and lexical
unit, varies greatly from one type of language to another. But which-
ever choice we make is absolute. If the morpheme is established as a
syntactic unit we will soon find constructional relations that ignore
word boundaries. Not only would the word be divisible, but for at
least some purposes, or in at least one part of our grammatical
description, we would be forced to set up complex units cutting across
it. Conversely, if the boundaries between words are to be respected,
the same constructional relations can only be stated over words as

52



Words or morphemes?

wholes. For the larger unit would be destroyed if smaller parts were
seen as entering into them. Our syntax must be based either on the
morpheme in defiance of the word, or on the word in defiance of the
morpheme. We cannot treat both as fundamental.

The relationships in question can be revealed by further tests of
substitution. Within the word disappeared, we can also make replace-
ments for the suffix: thus, for example, disappearing. In terms of mor-
phemes, we have replaced the exponent of past participle with a suffix
representing present participle, itself another inflectional morpheme.
But in the sentence fill’s disappearing the second word is also different,
being the reduced form not of £as but of is. In terms of morphemes, it
no longer represents grd singular preceded by HAVE, but the same
inflectional morpheme preceded by another verbal morpheme BE.
We have thus discovered a co-variance between past participle and
present participle on the one hand, and HAVE and BE on the other.
This pattern holds independently of substitutions made in the re-
mainder of the example. For instance, one can say fill has vanished but
not il is vanished, and conversely Fill is vanishing but not Jill has
vanishing. Again, one can say Jill had disappeared, with the substitution
of past tense, but not fill was disappeared; conversely, Fill was disappear-
ing but not fill had disappearing. In short, we have evidence of a relation
which is specifically between the verbal morpheme of one word and
the inflectional morpheme of the word following.

In the same form, the rule of agreement can be stated not for the
word has, but simply for the morpheme 3rd singular. In The books are
disappearing and The books were disappearing we could also see a direct
relation between the books, as subject, and an inflectional morpheme
which would supply the final element in are and were. If we base our
analysis on morphemes, the phrase fas disappeared would therefore be
divided into three parts, none of which coincides with a word. The
verbal morpheme HAVE is directly related not to its own inflectional
morpheme 3rd singular, but to past participle in disappeared; together
these form one larger unit, representing the Perfect, which may be
distinguished as a whole from forms of the Progressive or Continuous
(present participle with BE). Both the verbal root in disappeared and the
inflectional morpheme in /4as will likewise enter directly into their
own constructions. Only the structure of disappear itself (APPEAR pre-
ceded by DIs-) would involve a relation that did not cross a word
boundary.
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At this point some scholars might already argue that the mor-
phemic treatment was superior. For if a term which partly charac-
terises word x must be related directly to another term which partly
characterises word y, and these terms have isolable or at least partly
isolable representations in the word forms (such as -ed, or the root Aa-
in the unreduced form kas), it is an easy step to see these represen-
tations as the forms of successive units. But the constructions can be
described as clearly in the traditional manner. In 7ill’s disappeared we
have a subject, an auxiliary verb and a main verb. If the single
auxiliary is a form of the lexeme HAVE (which form does not matter),
then the main verb, whatever its lexeme, will have the morphosyntac-
tic property past participle. If the subject is singular then the auxi-
liary (or, more generally, the first verb in the phrase) will typically
have the property grd singular, unless some other property of the
word excludes it. In short, we refer not to parts of words, but simply to
the partial characterisations of words as wholes. The attraction of this
form of statement is precisely that the word is not split up.

In arguing against the word it is not enough to show that mor-
phemes, if established, must have a syntactic function. For any state-
ment about such functions can be readily translated into the tradi-
tional form. But there is a stronger case when a word and a morpheme
might be said to have functions which were the same. In the first of
these examples:

She is older than Jane
She is more beautiful than Jane

older is one word, the Comparative form of the adjective OLD. In the
traditional form of statement, it is related as a whole to the following
word than, or to a larger unit than Fane. In the second sentence more
beautiful is two words: the comparative form of an adverb followed by
the only form of a different adjective BEAUTIFUL. But the change of
meaning is attributable solely to the change of adjectives. One cannot
say She is beautifuller than Jane; with this adjective one must use the
form with more. Nor would one normally say She is more old than fane.
Even when both forms are natural (Ske is preitier than Fane, She is more
pretty than Fane) their meanings do not differ, at least not in a regular
way. On such evidence we are dealing not with two contrasting
constructions, but with two variants of the same construction, each
valid for a different range of adjectival lexemes.
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The argument for morphemes will then run as follows. In more
beautiful than Jane we can make substitutions for beautiful while holding
more . . . than Jane constant: thus She is more awkward than Fane, She is more
delicate than Fane, and so on. We can also drop more . .. than jane as a
whole (Shke is beautiful ), but not any one word separately (She is beautiful
than Fane, She is more beautiful Fane, She is more beautiful than). On such
evidence beautiful is one syntactic unit and more . . . than Jane must be
another, with its three words standing in close interdependence. In
older than fane we can make similar substitutions for old (Ske is younger
than Jane, She is taller than Fane); all but this root can again be dropped
(She is old ) ; nor again can one say She is old than Jane, She is older Jane, or
She is older than. On this evidence -er than Jane should also be taken as a
unit, with the inflection -er precisely parallel to the word more.
Accordingly -er must itself represent a syntactic unit: namely, the
comparative morpheme.

Examples of this sort form the strongest case against a word-based
syntax. But if the reasoning on one side is that the one-word older
should be assimilated to the pattern of the two-word more beautiful, the
traditional reply is that, on the contrary, the two-word more beautiful
should be assimilated to the pattern of the one-word older. In older than
we again relate than not to a comparative inflection, but to the whole
word (the comparative of OLD) of which this is a morphosyntactic
property. In more beautiful than we relate it to the comparative of
BEAUTIFUL; the only difference is that, in the paradigm of this lexeme,
the morphosyntactic property comparative has an adverb more and
not the suffix -er as its exponent. When a form in a paradigm consists
of two or more words it is periphrastic. So, in the paradigm of
BEAUTIFUL the comparative form is the periphrastic more beautiful,
whereas for OLD it is the simple or non-periphrastic older. For PRETTY it
may be either (more pretty, prettier). The same would hold for the
corresponding superlatives (most beautiful as compared with oldest). In
She is the oldest there is a similar case for setting up a unit represented
by the ... -est, comparable to the most in She is the most beautiful. But
alternatively we may argue that in the first the relation must be
between the and the entire word represented by oldest. Accordingly, in
the second it has to be between the and the whole unit which we call
the superlative of BEAUTIFUL.

Neither form of statement can make the facts neater than they are.
The description based on morphemes leaves us with two realisations
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of each construction; for although -er and -est would have functions
which in some sense equal those of more and most, nevertheless the
latter come before the adjective and the former after it, and they
combine with it in respectively looser and closer ways, which at some
point a description must acknowledge. Moreover, more and most are
themselves morphemically complex, with comparative and superla-
tive preceded by the same adverb. The traditional treatment gives a
uniform account of the constructions (older or more beautiful related to
than Jane; the related to oldest or most beautiful), but by putting the
discrepancy somewhere else, in the description of paradigms. More-
over, it would tend to detach the structure of more beautiful and most
beautiful, where there are non-periphrastic forms for other lexemes,
from that of less beautiful and least beautiful (She us less beautiful than Fane,
She is the least beautiful) , where there are not. Either solution is bound to
leave its own loose ends.

In these examples the periphrastic form has the same place in the
paradigm (defined by the same morphosyntactic property, com-
parative or superlative) as the simple form with which we have
compared it. But this is not a necessary condition. In Fill’s disappeared
we spoke of HAVE plus past participle, in a morphemic analysis,
forming a syntactic unit to which we gave the semantic label ‘perfect’.
This may then be compared not only to the similar two-term unit
which we called progressive (BE plus present participle in s disappear-
ing), but also, for example, to the single morpheme past tense, in 7il’s
disappeared. In general, any verbal complex may display just one of
these units, or two, or three, or none. In fill appears there is none, the
grd singular morpheme (-s) having a different role, as we have seen.
In had appeared we would establish a sequence of morphemes

HAVE + past tense + APPEAR -+ past participle

with both past tense and the perfect (HAVE ... past participle).
Likewise was or were appearing incorporates both past tense (were = BE
+ past tense, was = BE + past tense + 3rd singular) and the pro-
gressive, while in has been appearing or have been appearing:

HAVE + BE + past participle + APPEAR + present participle

we have both perfect and progressive. Finally, in kad been appearing we
have all three.
Alternatively, all eight combinations may be grouped into a para-

56



Words or morphemes?

digm, in which all forms except appear(s) are periphrastic. Just as past
tense is a property of the word represented by appeared, so in had
appeared or was appearing both it and the accompanying properties
perfect or progressive would be ascribed to the complex as a whole.
Has been appearing, for example, may be characterised as the perfect
progressive 3rd singular non-past form of the lexeme APPEAR, opposed
within this paradigm to the corresponding past tense /ad been appear-
ing, to the corresponding non-perfect is appearing, and so on, and
across paradigms to the entire periphrastic forms of other lexemes (has
been obeying or has been disappearing). We are still dealing with three
words: a grd singular form of HAVE, followed by the past participle of
BE, followed by the present participle of APPEAR. As such they may be
interrupted by words extraneous to the paradigm (the adverb recently
in has recently been appearing, the subject Fill in the question Has Fill been
appearing?); this naturally requires syntactic description. Nevertheless
it is by treating the whole as periphrastic that the integrity of the
individual words can best be respected. For in that way we can
establish the categories of perfect and progressive, as elementary
terms in the system of semantic oppositions, without resorting to
morpheme-based units (HAVE ... past participle, BE ... present par-
ticiple) by which all three are split up.

The integrity of the word can be respected only at a price. For if we
speak just of morphemes, and the ordering of morphemes, and larger
units made up of two or more morphemes, our conceptual apparatus
is undoubtedly simpler. The issue must therefore be decided ad hoc,
for the particular language and perhaps even for the particular
problem that is being investigated. If there are no inflections the
argument will not arise; the word may still be complex (thus a
compound or a lexically derived formation), but no part of it will
enter individually into wider relations. This defines a class of ‘isolat-
ing’ languages, of which the classic instance is Vietnamese. In other
languages the decision will go in favour of the morpheme, especially
if, within the word, we are faced with regular contrasts in the ordering
of formatives. Such languages are called ‘agglutinative’; in an ideal
case the word would be no more than a phonological unit (for
example, the domain of an accentual pattern). In a typical ‘inflect-
ing’ language, such as Latin, the morpheme has no prima facie case.
For the morphosyntactic properties which our description will par-
ticularly refer to (properties of number and person in the agreement
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of subject and verb, or of number and case and gender in the agree-
ment of adjectives with nouns) cannot be identified by simple substi-
tution and insertion of forms, in the way which we illustrated for
English.

This does not mean that a morphemic description is impossible, but
merely that a syntax based on words is more immediate and natural.
In Latin the voice and aspect properties of the verb (passive versus
active, perfect versus non-perfect) are shown by single words in three
quarters of the paradigm, but periphrastically in the remainder. Thus
for MONEO (‘warn’ or ‘advise’) we have forms such as monet ‘(he) is
advising’ (active non-perfect), monetur ‘is being advised’ (passive non-
perfect) and monuit ‘has advised’ (active perfect), but the two-word
monitus est (participle of MONEO combined with a 3rd singular form of
SUM ‘be’) for the passive perfect, ‘has been advised’. This too could be
restated in a morphemic format, with a participial morpheme in
monitus (represented by the suffix -z-) linked syntactically to the verbal
morpheme in est (represented by the root es-) and forming a unit with
it which can be opposed directly to a passive morpheme in monetur
(represented by the final suffix -ur) or to a perfect morpheme in monu:t
(represented by -u-). The objection to such statements is not that they
are infeasible or incoherent. For if the technique can be used for
comparing exponents of the same property in different paradigms (as
in the comparatives more beautiful and older), and for comparing
exponents of different properties in the same paradigm (perfect Aas
appeared and past tense appeared), surely it can also be used for ex-
ponents of the same properties in the same paradigm, when they are
present in different combinations. But few Latinists would accept it,
since it destroys a grammatical unit that is firmly established by all
criteria.

In English there is more ground for argument, and descriptions in
both styles can be found in the literature. On the one hand, the word
is undoubtedly a unit, and the smallest that speakers themselves are
consistently aware of. A sentence may be spelled out word by word
(fill - is — appearing), but only a grammarian might do it morph by
morph, even where the sounds permit (Jill — is — appear — ing).
Likewise each word may be stressed ( JILL is appearing, Fill 1S appearing,
Jul is apPEAring), but in no ordinary utterance would one stress -ing
(Jil is appeariNG). On the other hand, no word has more than two
inflections, and for the most part the exponents of morphosyntactic
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properties, or the exponents of putative morphemes, are separate and
easily identifiable. Only in a few forms such as was and were (BE +
past tense + 3rd singular, BE + past tense) have we referred to mor-
phemes which substitution tests would not immediately reveal. For
English in particular, as for languages in general, we must be pre-
pared to think in either mode.

MARKERS AND DETERMINERS

Even apart from cases of periphrastic formation, we will often assign
to a word a function which is in general like that of an inflection, or
which can be compared to that of a specific inflection in some other
language. In Latin, for example, two nouns may be linked by a
genitive inflection: Ciceronis orationes ‘the speeches (orationes) of Cicero
(genitive Ciceronis)’. In English their equivalents may be linked either
by the word of (the speeches of Cicero) or by an enclitic ’s (Cicero’s
speeches); for other pairs only one may be usual ( fohn’s house, the top of
the hill). In Italian all such linking will involve the word di: la casa di
Giovanni (literally ‘the house of John’), la cima del monte (‘the top of-the
mountain’), le orazioni di Cicerone. The range of these constructions is
not identical; in Latin, for example, one would say urbs Roma, with the
nominative Roma matching the nominative urbs, not urbs Romae (geni-
tive Romae), for English the city of Rome. But it is clear that the rolesof a
morphosyntactic property in Latin, a word in Italian, and both a
word and an enclitic in English, may be described in similar terms.
In the earliest Greek tradition such words are among those classed
as syndesmoz, literally ‘things that bind together’, or as drthra ‘joints’ or
‘articulators’. (In later grammars these are the terms for the parts of
speech called in English the conjunction and the article.) Among
English grammarians of would often be called a form word, as
opposed to a content word such as speeches or, we might say, a content
lexeme such as SPEECH. Alternatively, it is a grammatical word (as
opposed to a lexical word), or an empty word (as opposed to a full
word). In a syntax based on morphemes, many writers would see
both the 9f morpheme and the Latin genitive (represented by the
suffix -is in our example Ciceronis) as grammatical morphemes, while
the roots Ciceron- or speech would represent lexical morphemes. But the
modern usage is not wholly satisfying. Firstly, it will be useful to have
terms which are neutral between different minimal units. For similar
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functions can be assigned to morphemes in one form of treatment, or
to words and properties of words in the other. Secondly, it is not clear
that all form words, or words with a quasi-inflectional role, are
properly described as content-less. In the speeches of Cicero the article is
classed as grammatical rather than lexical; nevertheless it does have a
meaning — that of a definite article as opposed to an indefinite
(compare the singulars the speech and a speech). We will accordingly
distinguish two different types of function, each of which can be
assigned to any term in a syntactic description, whether a word, a
morphosyntactic property, or whatever. In the first type the item is,
in a certain sense, content-less but in the second not.

A function is of the first type if, at that particular point in that
particular construction, we establish no opposition of meaning. In the
plays of Shakespeare we have another phrase with the same construction
as the speeches of Cicero; likewise the poems of Milton, the drawings of
Michelangelo, and so on. We will thus establish oppositions, at two
points in this construction, among a set of nouns such as speeches, plays,
poems or drawings and another set with members such as Cicero,
Shakespeare, Milton or Michelangelo. But there is no other word with
which of, as such, will be contrasted. In the speeches and Cicero we have
put and in what is superficially the same place; but the construction is
then of a different type. If we substitute by or from it changes only in
part (the speeches by Cicero, the speeches from Cicero); but by Cicero and from
Cicero have semantic functions also found in verbal constructions ( The
speeches have been composed by Cicero, The speeches have arrived from Cicero)
into which a unit of Cicero cannot regularly enter. Whatever else we
substitute, the construction alters in one way or another (the speeches
attacking Cicero, the speeches before Cicero, and so on). In each case the
change of meaning involves not just a contrast between of and a unit
that replacesit (¢f as opposed to by or attacking, like Cicero as opposed to
Shakespeare or Milton), but a change of relations in the phrase as a
whole.

In such a case the form word has indeed no content, except as the
source of one cue, or perceptual signal, by which the construction is
identified. We will therefore describe its role as that of a construc-
tion marker (or simply a marker). In a Latin phrase with the
construction of Ciceronis orationes, the genitive property is a similar
marker (the suffix -is providing the direct cue) for the syntactic
relationship between two nouns. On this basis grammarians will often
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talk of an English ‘gof-construction’ or a Latin ‘genitive construction’,
referring to the relation itself, or the function of one noun within it
((of ) Cicero, Ciceronis), by the marker which identifies it. Likewise, in /
want to go or She asked to leave, the lexemes WANT or ASK are said to take
an Infinitive construction, the relation between their forms and what
follows being identified by the marker fo, which supplies the for-
mation traditionally called by that term. Alternatively, they might be
said to take a fo-construction as distinct, say, from the participial or
-ing construction of She wants washing.

This definition does not cover, and is not meant to cover, the role of
the articles. No grammarian (at least to my knowledge) would argue
that the and a have a different constructional relationship to the noun.
Nor would it cover, for example, the role of kas (or of the morphemes
HAVE and past participle) in Aas appeared. For by setting up a paradigm
within which perfect has appeared is opposed to non-perfect appears (or
an overall construction in which sequences of morphemes such as
HAVE + grd singular 4+ APPEAR + past participle are opposed to
sequences such as APPEAR + 3rd singular) we are ascribing to the
perfect property (or to a complex perfect unit) a semantic value
beyond that of the construction itself. But by the same token this too is
a quasi-inflectional item, having a role like that of the strictly inflec-
tional past tense, with which it can be combined in the same struc-
ture. Forms such as kas, or lexemes such as HAVE, are usually described
as a restricted set of Auxiliary Verbs. The uses and meanings of both
the auxiliaries and the articles fall within the field of the grammarian
(we are still talking simply as the tradition sees it), whereas the
individual meanings of lexical or full verbs, such as APPEAR or LEAVE,
are left to dictionaries.

For this second type of form word a first condition is that it should
enter into a closed set. In the speeches of Cicero we cannot say how
many nouns might play the role of Cicero, any more than we can say
how many nouns, or specifically how many proper names, there are.
We are dealing with an open set of items, open in that new members
can always be found. But for the article it is quite otherwise. In
different settings a definite the can be contrasted with an indefinite a
(the speech versus a speech) or with the reduced form of some (the speeches
versus [som] speeches); a grammar will also distinguish the case with no
article (the speeches versus speeches). Perhaps the demonstratives might
be assigned the same role: thus these speeches (with the plural form of
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THIS) or that speech (with the singular form of THAT). But at some point
the set has a definite bound. We can therefore establish a bounded
system — we might more loosely say a paradigm —in which each item
represents one term. So too does the case in which no article is present;
just as in a morphological paradigm one term may be distinguished
by the lack of an affix (singular speech as opposed to plural speech-es,
non-past appear as opposed to past appear-ed), so the opposition be-
tween noun and e + noun, or noun and [som] + noun, has its own
semantic value.

There is the same distinction between the roles of kas and appeared
(or of HAVE ... past participle and APPEAR). For appeared it is im-
possible to say how many participles might fill the same role, again
because we cannot determine how many verbal lexemes the language
has. For example, is there or is there not a verb REDISAPPEAR (He’s just
redisappeared)? One would not expect to find it in a dictionary, and
perhaps its use might be facetious; yet certainly the utterance can be
understood. The set is also open to new borrowings, as STRAFE, for
example, was adapted from German during the First World War. But
for the auxiliaries we have already established a bounded paradigm,
in which perfect is opposed to non-perfect (or perfect non-past non-
progressive opposed specifically to non-perfect non-past non-
progressive), and so on. As the partial exponents of these categories,
the words which play the auxiliary role (such as has, or the grd
singular non-past of HAVE) are themselves a limited set. Likewise, in a
description based on morphemes, a semantic contrast would be as-
signed to sequences with or without the pair of morphemes HAVE and
past participle, as also to sequences with or without the single inflec-
tional morpheme past tense.

A distinction between open and closed sets is sometimes offered as
the only basis for the distinction between lexical words and form
words, including those we have treated as markers. But this will
clearly not do. For in a detailed grammar there will be many con-
structions in which sets of lexical words (that is, what are usually
called lexical words) cannot be extended. We referred, for example,
to a construction in which WANT takes a present participle (She wants
washing). But although verbs in general form a set that is open, there
are only a few verbs (WANT, NEED, REQUIRE, MERIT, . ..) which have
that particular valency. One could not say, for instance, She expects
washing (in the sense that she feels that someone has a duty to wash
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her) or She desires washing, even though EXPECT and DESIRE have
meanings broadly similar to those of REQUIRE or WANT. Yet no
grammarian would set up a grammatical system with these verbs as
its terms. Here as in other constructions the differences between them
are matters for the dictionary.

We therefore need a further condition, which is that implied, in the
case of has, by the term ‘auxiliary’. Of the two words in has appeared,
the second plays an essential role in any larger construction. As a form
of APPEAR it can take just a subject (He has appeared) but not both a
subject and an object (He has appeared the speech or He has appeared
Cicero). For other lexemes it can be the reverse: He has distributed the
speech or He has visited Cicero, but not He has distributed or He has visited. A
relation is thus established between appeared, or the morpheme
APPEAR, and a subject element. But at that level the relation of appeared
to has, or of the morpheme APPEAR to the discontinuous HAVE . . . past
participle, is quite incidental. Occasionally it too is restricted by the
lexical verb: for example, it is harder to see how one might use a
progressive form of BELONG (It us belonging to me now or They have always
been belonging here). But we will establish no direct co-variance between
the auxiliary and a subject, or an object, and so on. The function of Aas
can accordingly be said to presuppose that of appeared: there is no
role for the auxiliary except in relation to the element that it is
auxiliary to.

An article similarly presupposes the head element. On the one
hand, there are clear restrictions on its relation to a noun. With the
singular meat one can readily use the or the reduced form of some (I must
get the meat or I must get [som] meat); it may also appear with no article
(Meat is getting expensive). But one would hardly use a, even with a
relative clause following (I must get a meat which they like). With the
singular book the range is different, a book being wholly natural (Iread a
book) but [som] book — as distinct from [sam] book —being at best odd. On
the other hand, there is a relation between the object noun and its
verb. Thus in Chapter 1 we spoke of collocational restrictions which
involved the lexemes MEAT and GRILL (7 grilled the meat), BREAD and
TOAST (I toasted the bread ), and so on. Other restrictions apply to nouns
in subject position: we cited ones which would relate meat and a
subject complement bad ( The meat looks bad ), or beer and flat ( The beer
tastes flat). But there are none which establish a relation between, for
example, a verb and the article in its object. If an article ¢ can go with
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a noun 7 (as the or [som] go with meat) and the noun » can go with a
verb v (as meat goes with leave, or bread with toast), the three together
(v + t + n) will also fit.

In both cases the element without an independent function (Aas in
has appeared, the in the meat) will be described as a dependent of the
other. Similarly, in He has been wandering both the auxiliaries, kas and
been, will be seen as depending on wandering. Dependency is a notion of
much wider application, which we will elaborate in the next and
following chapters. For the moment, however, we are concerned with
acase in which the dependent element has two special properties. The
first is that it enters into a bounded system of oppositions, as discussed
earlier. The second is that it can have no dependents of its own, or at
most dependents which are themselves of a closed class. Thus there is
no element that in turn presupposes either an article or an auxiliary.
When both conditions are met (still for the particular point in the
particular construction) the dependent will be described as a de-
terminer, or said to have a determining function. So, in the speeches,
the article is a determiner of speeches, or stands in a determining
relation to it. Likewise, in has appeared, the auxiliary is a determiner of
the participle appeared, and in has been wandering both has and been
determine wandering. If we think in terms of morphemes, the root
morpheme APPEAR, in a unit such as had appeared, would have as its
determiners not only the complex HAVE ... past participle, but also
the single morpheme past tense. Likewise, in speeches, a description
based on morphemes would establish a plural morpheme (with the
exponent -¢s [iz]) determining SPEECH.

In a detailed grammar, most of the words which have been thought
of as form words will be classed, in specific uses, either as markers or as
determiners. But there are three points which we must underline.
Firstly, an item can be established as a form word (sc. as either a
marker or a determiner) only with respect to a given function. Hasis a
determiner, we have argued, in its role as an auxiliary (He has
appeared). But in He has coffee it must be either a full word or a marker,
sinceitis not related to just the subject or just the object. In He gave it to
Bill we will treat to as a marker; it supplies one cue for the indirect
object, just as the dative case (in Ciceron-i ‘to Cicero’) supplies a cue in
Latin. Butin He carried it to London the same item will be put in contrast
with other prepositions (thus He carried it into London). In this second

64



Markers and determiners

construction fo functions as a full word. A word is not in itself ‘a form
word’, unless it is established as such in all its individual uses.

Secondly, both functions are established as part of a given descrip-
tion. In analysing a language we will make use of various sorts of
evidence. Thus we will find that certain combinations of words are
uttered or would not be uttered, that in certain contexts word a can be
substituted for word b, that in other contexts word ¢ can be dropped,
with or without a relevant change of meaning, and so on. (For
example, we will find that we cannot drop ’s in Cicero’s speeches, or that
in the speeches of Cicero we can substitute 4y for of.) On that basis we will
argue that a relation is of type x or type », making appeal to various
general principles or criteria, by which such decisions are guided.
(So, for example, the arguments by which we sought to justify kas or
the as dependents, which made appeal to the criterion of co-variance.)
In the course of our analysis, we will naturally say that certain bits of
evidence are ‘evidence for’ one type of relation or another. (So, in the
speeches of Cicero, the substitution of by for of is evidence against its role
as a marker, except that we have claimed further evidence from
which we may argue differently.) When we have balanced all our
arguments, we will describe the constructions in terms of a certain
abstract model, in which at least some types will be primitive or
undefined terms. (In the model which we have assumed, dependency
would be one such primitive.) It is only within this model that our
remaining terms, such as ‘marker’ or ‘determiner’, would have their
definition. Hence it is only in a particular application of this model,
to the description of English or some other language, that the terms
themselves will be applied to individual constructions.

Their application may therefore differ from one description to
another, depending on the degree of detail we go into, or how
precisely we argue from the evidence. In sentences such as

Bill and Peter are coming
Bill or Peter is coming

the roles of and and or are evidently similar. In both examples the
construction is of a type that grammarians call Coordinative, linking
two nouns with a common function. In both cases we can easily add
more nouns ( fokn, Bill and Peter or Mary, Harry, Bill or Peter), with the
conjunctions regularly in next to last position. Just as and may be
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paired with both (both Bill and Peter) so or may be paired with either
(esther Bill or Peter), and so on. The main difference is that with and the
agreement is normally plural (compare Bill and Peter is coming, with
grd singular is), whereas with or it would be singular. But that could
be ascribed to the meanings of these conjunctions, or to those of B:ll
and Peter versus Bill or Peter as wholes. Therefore we might argue that
the constructions are the same; hence or and and, or the lexemes OR
and AND, contrast as full words.

But this set of lexemes would be very restricted. Of the other
conjunctions, BUT is similar in some respects (compare the possible
Bzl but not Peter is coming) and the pair NEITHER ... NOR in others
(Neither Bill nor Peter is coming); but even their membership might be
debated. Nor are there other constructions in which OR and AND do
not belong to closed sets. (By contrast, WANT had limited contrasts in
the construction of She wants washing, but belongs to an open set in that
of She wants the money.) In that light the conjunctions must be seen as
grammatical rather than lexical. Within a construction each form
carries only a fixed amount of information: in one example AND will
be differentiated just from OR and BUT, in others just from OR, and so
on. (Whereas a form of WANT can carry an indeterminate amount of
information, differentiating WANT from STEAL, from REIMBURSE, from
an imaginable DISIMBURSE — She disimbursed my money — and so on.) By
the same token and and or play an important role in differentiating
constructions. Whereas an unknown verb can be recognised as such
by its grammar (as when I first heard of someone being ‘gazumphed’),
not only are the conjunctions wholly known but they themselves will
help to classify other items. For example, in They were cheated or at best
gazumphed the conjunction shows that gazumphed, whatever it means,
must have the same grammatical role as cheated.

Such properties cannot define an item as a form word (unless it also
meets our second condition for determiners). But they provide an
argument by which, all else being equal, we may decide to treat it in
that way. To that end we will distinguish the constructions: so, in Bull
or Peter there is one relationship between the nouns (we may call this a
Disjunctive construction), while in Bill and Peter there is another
(which we may describe as additive or Conjunctive). Likewise BUT
will be assigned to one or more Adversative constructions. The dif-
ference of meaning between our two original examples, and the
different verbal agreement resulting from it (zs coming, are coming), are
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then explained not by the conjunctions themselves, but by a wider
difference in syntax. Hence they are not full words, but markers. The
problem here is typical of many that we will meet in later chapters,
where the application of our model is bound up with the tests by
which we divide and subdivide constructions, which in turn are
bound up with the criteria for the types themselves.

Finally, just as constructions are not self-evident, neither are in-
dividual points or elements in constructions. In Bill or Peter we have
tacitly assumed that, since there are three words, we must be dealing
with just three syntactic functions. But that need not be so. In
principle we could imagine a further solution, in which or and and
have roles both as a marker of the coordinative relationship (thus of a
link between the two terms Bill and Peter) and as determiners of this
relationship (thus of a unit formed by Bill and Peter together). They
would then be form words on both counts. In the second role they
would contrast, ¢f being the disjunctive determiner and and the
conjunctive. But at that point in the construction they would also be
dependents, insofar as we establish no direct relation between them
and the verb is coming or are coming. In the first role they would not be
dependents, since they relate equally to both nouns. But at that point
in the construction they would not contrast, as the difference of
meaning is assigned to their function as determiners.

This solution may seem somewhat ingenious. But there are other
cases where a single element does fulfil both a marking and some other
function. In the man who came, the word who is traditionally a pronoun;
like the personal pronouns I or ke, in I came or He came, it has a
semantic role equivalent to that of a noun or noun phrase, such as the
man in The man came. More specifically, it is a Relative Pronoun,
defined as such by the relative clause, who came, which it serves to
introduce. In the first capacity it is the subject of came, and in the
second a marker for the clause as a whole; we may accordingly posit a
construction like this:

{ gzlfjrekcir } Predicator

who came

in which two separate elements are amalgamated in a single word.
Similarly, a conjunction such as and could, in principle, represent the
amalgamation of a marking and a determining function. Although
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the particular analysis may not appeal, there is no absolute objection
to solutions of that sort.

NOTES AND REFERENCES

The first half of this chapter deals with topics also discussed in my Morphology:
see especially Chs. 5 (for morphemes), 2 and 8 (for lexemes and morphosyn-
tactic properties) and g (for the status of the word and morphology vs. syntax
generally). For discontinuous units in the English perfect and progressive see
CHOMSKY, Structures, pp. 381L.; subsequent account in any transformational
handbook (for example, HUDDLESTON, pp. 70ff.). See Chapter 12 below for
corresponding rules for periphrastic formations. On the categories of perfect
and progressive, and the paradigm of the English verb generally, see
PALMER, Ch. 3. On the comparative see the textbook transformational
account in B. Jacobsen, Transformational-Generative Grammar: an Introductory
Survey of its Genesis and Development, 2nd edn (Amsterdam: North-Holland,
1978), pp. 327—31 (especially the tree diagram on p. 329). The periphrastic
treatment is implied by, for example, DE GRoOT, ‘Classification’, p. 150
(‘compound adjectives’, like ‘compound verbs’).

I remark that ‘few Latinists’ would accept the break-up of the word. See,
however, the interesting paper by C. Touratier, ‘Saggio d’analisi sintattica’,
in G. Proverbio (ed.), La sfida linguistica: lingue classiche e modelli grammaticali
(Turin: Rosenberg & Sellier, 1979), pp. 91—150 (original French version,
which I have not seen, in Dossiers d’étude pour P enseignement du latin, 4 (1975—6),
pp- 1—38). Note especially his analysis of prepositional government (apud
patres = patr- + apud ... -es) and of agreement (patres nostros = patr- +
nostr- + -¢s ... -os). For the former compare J. Kurylowicz, ‘Le probléme du
classement des cas’, reprinted in his Esquisses linguistiques, 2nd edn (Munich:
Fink, 1973), pp. 131—-50, which is Touratier’s source; also M. Bierwisch’s
early transformational monograph on German, Grammatik des deutschen Verbs
(Berlin: Akademie-Verlag, 1965), e.g. for in die Schule (tree diagram, p. 87).
For the latter compare HARRIS, Methods, p. 205; MARTINET, Elements,
especially §4.21. (Both are sketched in my Morphology, p. 158.) In the
periphrastic passive Touratier assigns the root of the verb ‘to be’ to a perfect
and the suffix of the participle to a passive ‘morpheme’ (pp. 117ff.).

For ‘form word’ see SWEET, 1, p. 22 (words ‘independent in form, [but] not
independent in meaning’); the and is are also ‘empty words’ (‘entirely devoid
of meaning’) as opposed to ‘full words’, which include ‘full form-words’ such
as become (p. 23). Sweet remarks that ‘it is not always easy — or even possible —
to draw a definite line’ (p. 24). Later and influential accounts in C. C. Fries,
The Structure of English: an Introduction to the Construction of English Sentences (New
York: Harcourt, Brace, 1952), Ch. 6, especially pp. 1o4ff. (on ‘function
words’); TESNIERE, pp. 53ff. (‘mots vides’ vs. ‘mots pleins’), 8off. (for the
subtypes ‘jonctif”’, ‘translatif’, ‘indice’). On the indeterminacy between full
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and form words see H. A. Gleason, Linguistics and English Grammar (New York:
Holt, Rinehart & Winston, 1965), pp. 186—9 (qualifying pp. 95ff.) and
pp- 190ff. (on the issue of ‘meaninglessness’); briefly in JESPERSEN, Philosophy,
pp. 32f. See too my contribution ‘Latin’, to Word Classes (Lingua, 17 (1966),
nos. 1—2), pp. 153—81 (relevant section pp. 169—73). For an acute con-
ceptual account of the gradation see SAPIR, Ch. 5, especially pp. 100ff.; note
the warning that ‘these schemes must not be worshipped as fetiches’ (p. 102).

For markers compare HOCKETT, pp. 153f. (‘structural marker’ or ‘signal’);
MARTINET, Elements, §4.12 (‘monémes fonctionnels’); also my contribution to
Word Classes, op. cit., pp. 159f. et passim, on ‘syntactic constants’. For closed
and open sets compare QUIRK et al., pp. 46ff.; HaLLIDAY, ‘Categories’,
especially §2.1; also, for example, LYONs, Semantics, 2, pp. 383f., in defining
‘lexical’ and ‘grammatical morphemes’; MARTINET, Elements, §4.19, for the
corresponding division of monemes. The notion of a system is from Firth
through Halliday through Quirk et al.; its special elaboration in the work of
Halliday and his pupils need not concern us at this point (see, however, notes
to Chapter 12). For the articles in English, including a widespread notion of
a ‘zero article’, see QUIRK et al., pp. 1271L. et passim (also for the usual English
grammarian’ssense of ‘determiner’, pp. 136ff.). On the auxiliaries see further
argument (and references) in Chapter 7 below. For this type of form word
generally compare MARTINET, Elements, §§4.19—20, on ‘modalités’; in his
terms these are ‘déterminants’ (criterion at end of §4.18) which are also
grammatical monemes. On the amalgamated functions of relative pronouns
(end of chapter) see, for example, HERINGER, p. 260; he describes them as
having a ‘kumulierende Bedeutung’, as “Translative’ (in TESNIERE’s sense)
and as subjects, etc. Transformational grammars regularly treat ‘wh’ as a
separate item (for example, CULICOVER, Ch. 8, especially pp. 194ff.,, and
earlier for interrogative pronouns). Compare Heringer’s view of contrasting
prepositions (HERINGER, pp. 198f.); also Hockett’s, in which they are
‘impure markers’ (HOCKETT, p. 192, with acknowledgment to SAPIR, loc. cit.,
on p. 197). On the status of conjunctions in coordinative constructions
(‘coordinators’ in Chapter g below) see DIk, pp. 51f.

For x ‘presupposing’ y see, for example, DUBOIS ¢t al., s.v. ‘présupposition’,
§1; the leading discussion is that of L. Hjelmslev, Prolegomena to a Theory of
Language, tr. F. J. Whitfield (Baltimore: Indiana University, 1953), §§9 and
11, butis difficult. Note that the relation in the text is between elements, not
individual items. In I read a book, neither book nor a can stand without the
other (mutual presupposition between forms); in the construction of a book,
determiner presupposes head but head does not presuppose determiner
(unilateral presupposition between functions). Equivalent discussion of ‘ob-
ligatoriness’ in Chapters 6 and 7.

For dependency in general, and references, see Chapters 4 and 5.

At the beginning of the last section I refer to two of the ancient parts of

speech. For the origins of this system see R. H. Robins, ‘The development of
the word class system of the European grammatical tradition’, FL, 2 (1966),
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pp- 3—19 (reprinted in his Diversions of Bloomsbury: Selected Writings in
Linguistics (Amsterdam: North-Holland, 1970), pp. 185—203). For the issues
involved in word classification see again my contribution to Word Classes, op.
cit.; recent discussion in LYONS, Semantics, 2, pp. 423ff. They are only partly
syntactic and therefore I do not cover them here.
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4
Constituency and dependency

Hierarchies of units; of relations. As basis for alternative models.

Constituency: Syntagms, constituents, immediate constituents; phrase structure
grammars; generative interpretation.

Dependency: Dependents and controllers; dependency grammars. Weak equiva-
lence of dependency and phrase structure systems.

Comparison and evaluation: Models not strongly equivalent: dependencies not
derivable from constituency; constituents not always derivable from depen-
dencies. Possibility of combined model. Inadequacies: for discontinuous con-
structions; for relations of non-minimal units; for specific functions; limitation
to tree structures. Deep and surface structure; as distinguishing constructions
and realisations.

Let us return to the sentence Leave the meat in the kitchen, which we
discussed in Chapter 1. We established that it was constructionally
ambiguous, with two alternative sets of constructional relations. But
how should such relations be described?

Our arguments suggest two rather different answers. We showed
that it could replace the meat in the kitchen (Leave it); alternatively, i
could replace the meat, and in the kitchen could be replaced by there
(Leave it in the kitchen, Leave the meat there, Leave it there). This suggests
that it and the meat in the kitchen, or it and the meat, or there and in the
kitchen, are comparable syntactic units. So, one construction might be
represented as follows:

Predicator Object
leave the meat in the kitchen

with the whole of the meat in the kitchen standing in the object relation-
ship to leave. The other might be shown like this:

Predicator Object Adverbial
leave the meat in the kitchen

with the meat as object and the whole of in the kitchen standing in the
relation of an adverbial. Likewise the meat in the kitchen, as object in the
first analysis, has a construction:
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Determiner Head Modifier
the meat in the kitchen

where in the kitchenis in turn a unitin which in is related to the kitchen. In
this way we establish a hierarchy of units. Each larger unit is divided
into smaller units which are either minimal (the and meat in the meat in
the kitchen, leave and it in Leave it) or themselves divided by some further
construction.

We also pointed to the collocational relations between words. In
the first analysis there are restrictions linking leave and meat, but none
for the verb and preposition. We can therefore see the main construc-
tion as:

Predicator Object
leave meat

where the second element is not the phrase the meat in the kitchen, but its
head noun. There are restrictions linking meat and the preposition,
but none for meat and kitchen; hence a second relation which we might
describe like this:

Head Preposition
meat in

whose second term forms its own construction with kitchen. In the
other analysis in is linked to leave instead of to meat; therefore the main
construction can be seen as:

Predicator Object Preposition
leave meat in

Finally, in both analyses, the articles are linked as determiners
(Chapter 3) to their nouns. In this way we establish a hierarchy of
relations, in which word « is linked to word b, which may in turn be
linked to word ¢, which may in turn be linked to word 4, and so on.

We can thus distinguish two notions of syntactic hierarchy, each of
which has played some role in earlier chapters. By generalising the
first we arrive at a constituency model of syntax, which inits crudest
form permits the formulation of a phrase structure (or con-
stituent structure) grammar. By generalising the second we
arrive at a dependency model; in a crude form, this permits the
formulation of a dependency grammar. Let us outline each in
turn, and then compare them for the points which are important to
us.
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CONSTITUENCY

In the crudest form of constituency model, a unit a is related to a
neighbouring unit 4 solely by their placement within a larger unit ¢.
This larger unit we will call a syntagm: so, at the end of our example,
a two-word syntagm the kitchen is established by the relationship of
kitchen to the preceding the, and a three-word syntagm in the kitchen by
that of the kitchen, as a whole, to the preceding . This can be shown
either by bracketing the units:

plin ,[the kitchen], ],

with the smaller unit labelled a enclosed within the larger unit
labelled b, or by the form of diagram in Figure 1 (in mathematical

/ /\\

in the kitchen

Figure 1

terms a ‘tree graph’ or tree diagram) in which words are joined
together by successively higher nodes. Any unit which is enclosed
within a syntagm may be described as a constituent of that syn-
tagm. So, the kitchen is a constituent of in the kitchen; likewise each of the
minimal units i, the and kitchen. Of these constituents, those whose
relationship directly establishes the syntagm are its immediate con-
stituents. So, the immediate constituents of in the kitchen are just in
and the kitchen.

In the adverbial analysis of this sentence, another syntagm will be
formed by the and meat:

[the meat]_ [in ,[the kitchen], ],

the largest syntagm of all including both the meat and in the kitchen as
the partners of leave:

glleave [the meat], [in ,[the kitchen], ], 1

The tree diagram is that of Figure 2 overleaf, with the highest node
(the ‘root’ of the tree graph) eventually joining all the units together.
In the other analysis, the and meat form a syntagm with n the kitchen
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d \

leave meat in the kitchen

Figure 2

J[the meat [in [the kitchen], ], ],
and leave is then related to this as a whole:
dleave [the meat [in [the kitchen], ], ]. 14

The equivalent tree diagram is that of Figure 3, with the node

/////\

leave meat kitchen

Figure 3

labelled ¢ joining together all the last five words. Throughout this we
are stating only one form of constructional relationship, between the
immediate constituents of each successive syntagm. The construc-
tional ambiguity resides in the different ways in which the units can be
put together.

Since there are no other forms of relation, the construction of each
syntagm can be characterised by the class of the whole, the class of
each of its immediate constituents, and the order in which they
appear. The kitchen is classed as a noun phrase (abbreviated NP); its
constituents are classed as an article (Art) and a noun (N); the order
of these is article first and noun second. We can therefore show its
construction as follows:

Nel ardthela,, nlkitchenly Iyp
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simply by labelling each unit for the category to which it is assigned.
In the kitchen has a construction in which the noun phrase follows a
preposition (P), the whole forming a Prepositional Phrase (PP):

ppl plinlp nplthe kitchen]yp Ipp

On the adverbial interpretation, the sentence as a whole (abbreviated
S) has a construction in which the prepositional phrase follows a verb
(V) and a noun phrase:

ol vlleavel, yplthe meat]yp pplin the kitchen]pp Ig

while in the other interpretation the prepositional phrase is itself part
of a larger noun phrase:

npl arlthels,, n[meatly pplin the kitchen]pp Ivp
the largest unit having a construction like this:
sl vlleavel, yplthe meat in the kitchenlyp I

Just as class labels can be added to the brackets, so they can also be
added to tree diagrams. In the adverbial analysis, the whole as-
semblage of constructions could be displayed as in Figure 4, the line

S\PP\
AR

\% Art N P Art

| | I I | I
leave the meat in the Kkitchen
Figure 4

linking N to kitchen showing that kitchen is classed as a noun, those
linking NP to the and kitchen showing that the kitchen is a syntagm
classed as a noun phrase, and so on. In the other interpretation the
structure of the sentence would be that of Figure 5 overleaf where, in
particular, all the last five words are linked to the higher of the two
nodes labelled ‘NP’.

Tree graphs such as these are usually called phrase structure
trees, the term ‘phrase’ (in this usage) being equivalent to our term
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/// T

Art
|

leave thc meat in the kitchen
Figure 5
‘syntagm’. The corresponding grammar will be a phrase structure
grammar, consisting of a list of possible constructions, stated in
terms of the constituents that a syntagm of a given class can have. At
the highest point in our diagrams, a sentence can have as its con-
stituents a verb followed by a noun phrase (V 4+ NP), or a verb

followed by a noun phrase and a prepositional phrase (V + NP +
PP). This is stated as follows:

S—V + NP
S—V 4+ NP+ PP

where the arrow may be read as ‘can be’ or ‘can consist of’. A noun
phrase can in turn consist of an article followed by a noun:

NP - Art + N

(the + meat, the + kitchen), or of an article followed by a noun and a
prepositional phrase:

NP - Art + N + PP

(the + meat + in the kitchen), and so on. Likewise a prepositional
phrase can be a preposition plus a noun phrase:

PP - P + NP

(tn + the kitchen). These last two constructions allow for an infinity of
possible structures. Thus a prepositional phrase could contain a noun
phrase which in turn contains a prepositional phrase:

pplon yplthe table pplin yplthe kitchen)yp Ipp Inp Ipp

This too could be a constituent of a noun phrase which is in turn a
constituent of a larger prepositional phrase:
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pplin yplthe meat pplon the table in the kitchenlpp Inp lpp

and so on. In this sense, both NP and PP are recursive categories.
A syntagm of each class can contain another syntagm of the same class
(as the table in the kitchen included the kitchen, or on the table in the kitchen
includes n the kitchen), with repetition at an indefinite number of
levels.

By stating what constructions there can be we also state, by impli-
cation, what constructions there cannot be. For example, we would
establish no construction in which a sentence consists of a preposition
followed by a verb (In leave, On dump), or a noun phrase of a noun
followed by an article (meat the, kitchen a) instead of the reverse. We can
therefore interpret each of these expressions as a phrase structure
rule, forming part of a generative grammar (end of Chapter 2) which
defines, or aims to define, the set of grammatical sentences in the
language. For example, there is one rule saying that a sentence can
consist of a verb plus a noun phrase:

s[ v[ ]v Np[ ]NP ]S

and another saying that the noun phrase can consist of an article plus
a noun:

S[ V[ ]V NP[ Art[ ]Art N[ ]N ]NP ]S

So, given that leave belongs to the class V, the to the class Art and
kitchen to the class N, there is a grammatical sentence Leave the kitchen.
Another rule says that the noun phrase could have a prepositional
phrase as a third constituent:

S[ V[ ]V NP[ Art[ ]Art N[ ]N PP[ ]PP ]NP ]S

another that the prepositional phrase can consist of a preposition plus
a noun phrase:

slvl lowelanl Jarenl Iveelel Tpwel Ine Jop Ine Js
whereupon this further noun phrase could again be an article plus a
noun:

slvl Wnelard Jarenl Iveelel Jonelacl Jarenl Inlveler e ls

So, given a similar vocabulary, there are grammatical sentences Leave
the meat on the table, Leave the table in the kitchen, and so on.

We need not go further into the formalisation of phrase structure
grammars, which can easily be learned from other sources. But it can
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be seen that the generative interpretation, which was due to Chomsky
in the mid to late 50s, follows naturally from the way in which the
construction of a syntagm can be characterised. That in turn follows
from the generalised relation of constituency, by which a syntagm is
established solely by the smaller units of which it is composed. That in
turn arose naturally from a procedure known as ‘immediate con-
stituent analysis’, in which tests of substitution (of shorter sequences
for longer, of longer sequences for shorter) were employed, as partly
in our own discussion in Chapter 1, to determine what the syntactic
units were. Some of the best work in this field was done by Chomsky’s
own teacher, Zellig Harris. In a more general way, the whole de-
velopment springs naturally from Bloomfield’s notion of ‘linguistic
forms’ (Chapter 2 above) and from the categories of selection and
order on which it is largely based. Not surprisingly, it is in
Bloomfield’s own work that immediate constituency is first formu-
lated (BLOOMFIELD, p. 161).

DEPENDENCY

The constituency model is widespread in the literature, this notion of
hierarchy being fundamental not only to the Bloomfieldian work of
the 40s and 50s but also to the Chomskyan theory of transformational
grammar, which was developed as an extension of it. But an equally
simple model can be based on a generalised notion of dependency. In
the traditional language of grammarians, many constructions are
described in terms of a subordination of one element to another. A
verb is said to ‘govern’ its object; so, in Leave the meat in the kitchen, the
noun meat, which stands in a collocational relationship to leave, is seen
as subordinate to (or ‘governed by’) it. A preposition is also said to
govern the noun which follows. So, in the prepositional phrase i the
kitchen, there is a relation between in and kitchen by which kitchen is the
governed or subordinate element. The term ‘modifies’ implies the
reverse; in this case it is the modifier that is subordinate to the head.
So, in one interpretation of our sentence iz the kitchen is subordinate to
meat. But only i is directly linked to the head; we can thus describe a
chain of subordination, first from meat to in by virtue of the modifi-
cation, then from iz to its own subordinate or governed element
kitchen. In the other interpretation the adverbial modifies the verb,
with which i is again collocationally linked. Accordingly both meat
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and :n would be subordinate to leave, again with a subsidiary subordi-
nation of kifchen to in. In both interpretations the articles are sub-
ordinate to meat and kitchen, as ‘determiners of” them.

In the recent literature the term ‘dependency’ covers all these
forms of subordination. So, in the kitchen is a phrase in which the
depends on kitchen (as already in the final section of Chapter 3) and
kitchen in turn depends on in. We can display this as follows:

linl, b[th‘e]\bﬁitchen] R

where each arrow points towards the dependent term; alternatively
in the tree diagram in Figure 6, where successive dependents are

a\c
b/
|

in the kitchen

Figure 6

linked to successively lower nodes. When unit x depends on unit y we
will describe y as the controller, or the controlling term, in the
relationship. So, the word in (labelled @) controls kitchen (1abelled ¢),
which in turn controls tke (labelled b).

In the adverbial analysis of this sentence, both meat and in are
similarly dependent on leave. The whole assemblage of relations may
accordingly be shown as follows:

lleavely e[th@eat]f alin], b[ths]\bf@tchen]c

with the first the again in a dependent relationship to meat. The
equivalent tree is in Figure 7 overleaf with a single term, leave,
standing at the head of the hierarchy of dependencies. In the other
analysis, meat controls both the and in, leaving meat alone as the
dependent (or, we might say, the direct dependent) of the verb:

The corresponding tree diagram is in Figure 8 — the constructional
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d

/

e / T
leave the meat in the Kkitchen
Figure 7
d

f\

—
-
|

leave the meat in the kitchen

"\/

Figure 8

ambiguity residing in the different ways in which the chains of
dependency are formed.

In the simplest form of dependency model, a group of units is
constructionally related solely in that one is the controller of the
others. For example, in the first of these analyses there is a group in
which leave is the controller of meat and in. In that case, they can be
separated only by units which the dependents in turn control, or the
dependents of the dependents control, and so on. Thus the group of
leave, meat and in is separated only by the first the, which depends on
meat. The construction can then be characterised by the class of the
controller, and the class and order of each of its dependents. In this
example the controller is a verb (V); of the dependents which follow
the first is a noun (N) and the second a preposition (P); the highest
construction in the hierarchy can accordingly be shown like this:

V[leavc:]\v1\1[/r'r1reat]N plinlp
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again by a simple labelling of each unit. In the group controlled by in
a single dependent follows and is classed as a noun; in those controlled
by kitchen and meat a single dependent precedes and is classed as an
article (Art); the whole assemblage of constructions can accordingly

be shown like this:
V[leavw}}e]A\n/N}n;eat]N plinlp A,t[thwtchcn]N

or by a dependency tree which is equivalently labelled (Figure g).
V \
P
Art

’ Art
the

leave the meat in

kitchen
Figure 9

In the sense that a phrase structure grammar is a set of phrase
structure rules, so a dependency grammar is a set of dependency
rules, stating the controlling and dependent relations that each class
of units can, and by implication cannot, enter into. For the analysis
given, the first rule we must state is one by which verbs can appear
with no controller — thus with V alone at the top of the hierarchy. Ina
notation introduced in the early 6os, this may be shown by the
following expression:

(V)

where V is paired with a controlling term, marked by the asterisk,
which is left unspecified. The next rule states that a verb can control a
following noun and preposition:

V(*,N,P)

—the initial controller, whose position is again marked by the asterisk,
being specified by the V outside the brackets. Likewise we have a rule
by which a preposition can control a following noun:

P(*,N)
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and another by which a noun can control a preceding article:
N (Art, *)

— with the asterisk in the second position instead of the first. Finally,
we must make explicit a rule by which articles can appear (and in the
absence of other rules can only appear) with no dependents. Thus:

Art (*)

— where only a controlling term is specified.
The other analysis establishes the dependency tree in Figure 10,

V\
S

N—__

P \N
Art/
|

leave the meat in the kitchen

Figure 10

with the same class labels attached to our second hierarchy of nodes.
For this we must state two further rules, by which a verb can have a
following noun as its only dependent:

V(*,N)
and a noun can directly control both a preceding article and a
following preposition:

N (Art, *,P)
— the asterisk thus being in the middle position. The total set of rules
may again be interpreted generatively. For example, there are rules

saying that a verb, with no controller, can itself control a noun which
comes later:

vl W nL, I

~_ 7

Another says that the noun can control an article which comes earlier;
since a controller and dependent cannot be separated by a higher
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controller, it follows that the article must come between the verb and
the noun:

e

Another allows the article to have no dependents; so, given that leave is
a verb, the an article and kitchen a noun, there is again a grammatical
sentence Leave the kitchen. The rules would also allow an assemblage of
constructions like this:

or again like this:

and so on. So, given the same vocabulary, there are grammatical
sentences Leave the meat on the table, Leave the meat on the table in the kitchen,
and so on.

It will be seen that just as NP and PP were recursive categories in
our earlier set of phrase structure rules, so the dependency grammar
has the recursive categories N and P. Thus a noun can control a
preposition which in turn controls another noun, as in the structure
just assigned to Leave the meat on the table; that noun can in turn control
another preposition, which in turn controls another noun, as in the
structure just assigned to the meat on the table in the kitchen; again this can
be repeated an indefinite number of times. Therefore both grammars
generate an infinite set of sentences, although the individual construc-
tions are finite. Finally, both sets of rules generate the same set of
sentences, assuming that the vocabulary is constant. In each case the
setincludes a further subset in which there is both an adverbial and a
modifier of the object —in terms of syntagms like this:

[leave [the meat [on [the table]]] [in [the kitchen]]]
or in terms of dependencies like this:

leave the meat on the table in the kitchen
A AP AN ~_

In each case it excludes, for example, sentences with a subject (They
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leave the meat in the kitchen), for which more rules would have to be
added. In general, it can be shown that for any dependency grammar
there is a phrase structure grammar which will generate an identical
set of sentences; likewise, for any phrase structure grammar (or any
phrase structure grammar limited to the form of rule which we have
illustrated), the same set of sentences can be generated by a de-
pendency grammar. In that sense the two are said to be weakly
equivalent.

COMPARISON AND EVALUATION

If the models are weakly equivalent, how do they compare in other
and more interesting senses? Is there anything we can say in a
dependency grammar that we cannot also say, in substance, in a
phrase structure grammar? Conversely, is there anything we can say
in a phrase structure grammar that we cannot also say, in substance,
in a dependency grammar? If both answers are no, the models are
strongly equivalent. For any grammar of either type, there will be
a grammar of the other type which not only generates an identical set
of sentences, but also describes the construction of each sentence
in a way that is effectively identical. If the first answer is no and the
second yes then, regardless of weak equivalence, the phrase struc-
ture model is in that respect more powerful. If the first answer is
yes and the second no, then the dependency model is in that respect
more powerful. The fourth possibility is that both answers may be
yes.

Let usimagine that the models are strongly equivalent. In that case
there must be a procedure by which the constituents of a sentence can
be derived from its dependency relations, and another procedure by
which the dependencies can be derived from the constituency. In
short, the accounts they give of the constructions will be intertransla-
table. But we can see at once that the second of these procedures
cannot exist. For given a bracketing

(x [y zll
there is no way of determining whether the dependencies are like this:

Xy z
A
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or like this:

X z
\.ly\#

— or indeed like this:

Xy z
L

or like this:

Xy z

L A7
Therefore there cannot be strong equivalence, in the sense which we
have defined. We must then ask if the account of dependencies adds
something of value. So far we have justified it only in the case of
determiners (Chapter 3). In other cases we have appealed to the
practice of grammarians, in saying that x governs y or that x hasyasa
modifier. But later chapters will provide support for each of the
dependencies which we have assumed: thus Chapter 5 especially, for
the dependence of the object on the predicator, and Chapter 7.

An opposite procedure can be formulated quite simply. In any

dependency diagram there will be at least one word on which no
other word depends; for example, in

go into the kitchen
\—r =/

nothing depends on the. This word must form a syntagm with its
controller; so, there must be a partial bracketing like this:

go into [the kitchen]

That controller can in turn depend on some higher controller; thusin
this case kitchen depends on into. Therefore all three must form a larger
syntagm:

go [into [the kitchen]]

including the first. In this way we proceed up the hierarchy of
dependencies, until we reach a unit which has no controller. At that
point the bracketing is complete:

[go [into [the kitchen]]]
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having been derived from the dependencies by an entirely mechan-
ical principle. In the same way, the constituency of

[leave [the meat [in [the kitchen]]]]

(the analysis which we assumed for the interpretation with in the
kitchen as a modifier) can be mechanically derived from the de-
pendency diagram:

leave the meat in the kitchen
W AN\ A \

First the procedure brackets the and kitchen; then in and the kitchen. It
then encounters a controller, meat, with two dependents, the and . It
therefore brackets all of the and meat and in the kitchen. Finally it
brackets leave and all of the meat in the kitchen.

But there is a problem. In the noun phrase the meat in the kitchen we
have assumed that the and meat and in the kitchen are all immediate
constituents. Likewise in the adverbial interpretation:

[leave [the meat] [in [the kitchen]]]

we assumed that the verb, the noun phrase and the prepositional
phrase were all immediate constituents of the sentence. But in any
example where a controller has two or more dependents there might,
in principle, be a hierarchy of syntagms which our procedure could
not derive. In the noun phrase the meat in the kitchen we could in
principle imagine two alternative analyses. In analysis a:

(a) [[the meat] [in the kitchen]]

the immediate constituents would be the meat and in the kitchen, with a
subsidiary division between the and meat. In analysis b:

(b) [the [meat in the kitchen]}

they would be the and meat in the kitchen, with a subsidiary division
between the noun and prepositional phrase. Neither could be derived
from the dependency diagram given above.

Similarly, we could in principle imagine an analysis in which a
verb and its object formed a unit distinct from a prepositional
adverbial:

(¢) [[leave [the meat]] [in the kitchen]]
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or even one which grouped the object and adverbial:
(d) [leave [[the meat] [in the kitchen]]]

into a structure like that of a. Neither of these could be derived from
the dependency diagram

leave the meat in the kitchen
“__ W __/;

since meat and i are equally controlled by leave. In principle, then,
there is information that could be given in a constituency bracketing
that would not be obtainable, by mechanical procedures, from the
dependency diagram.

Of'the two alternatives suggested in the last paragraph, dis unlikely
to appeal to any student of the language. But textbook accounts of
constituency often give analysis ¢, with the adverbial modifying not
the verb, but a unit consisting of both the verb and the object. Of the
two alternative treatments of the noun phrase, & would be unusual.
But the textbooks often give analysis ¢, with the prepositional phrase
modifying the article plus the noun, not the noun on its own. In
phrases like the sleek thrushes, the same works make the opposite
division:

[the [sleek thrushes]]

with the article determining the modifier plus the head. This again
could not be derived from the dependency diagram

the sleek thrushes
\

where our procedure would simply group all three together. So,
although a procedure exists, it cannot derive from our account of
dependencies everything that some accounts of constituency want to
say.

In these examples, it is not clear that there is any real ground for
bracketings more complex than those we originally gave. But there
are other cases where dependents do stand in two separate construc-
tions. In up till Friday, the first two words form a complex preposition
(QUIRK et al., pp. 301f.), in which up presupposes t:l/; thus one can say
till Friday, without up, but not up Friday. The noun is again a governed
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element, in the same way that kitchen, in in the kitchen, is governed by in.
For a constituency analysis, this means that up and #// form a syntagm
distinct from Friday:

[[up till] Friday]
For a dependency analysis it means that both up and Friday depend on
tall:

up till Friday
) S N 4

But from the latter we have no way of telling that the constituents are
not like this:

[up [till Friday]]
or simply like this:
[up till Friday]

with one construction overall. Another example is the constituency of
auxiliaries and objects. In {(Bill ) has brought the book, the object book
depends on brought. So too does the auxiliary Aas:

has brought the book
v\_/

(the latter for reasons discussed in Chapter 3). But a verb phrase fas
brought must also be identified as a syntagm.

In short, there are things we can say in a constituency grammar
which we cannot say in a dependency grammar, just as there are
other things which we can say in a dependency grammar but notin a
constituency grammar. At least some of these things are of descriptive
value. As a first step we might therefore attempt to combine both
forms of representation. For example, we could take the first of our
phrase structure rules:

S—V + NP
and amend it to show a dependency instead of simply a sequence:

S—YV NP
o

One rule for noun phrases could likewise be amended to

NP - Art N
\
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on the understanding that the dependency relations holding in a
larger construction (thus the dependency of NP on V) are operative
for the controlling terms in any smaller constructions. On that under-
standing Leave the meat would have a structure like this:

sl vlleavely npl Art[thweat]N e Js

which displays both the syntagms and the dependencies.

Let us then assume, for purposes of illustration, that the meat in the
kitchen has the constituency given in the textbooks, with the meat as an
immediate constituent. We might label this the ‘head phrase’ (abbre-
viated HP). The appropriate rules would then be written as

NP - HP PP
Nt
HP - Art N
>/
with the rule
PP—- P NP
A
dealing with the internal structure of the modifier. On the same
understanding as before, the dependency of PP on HP applies to the

subsidiary controllers N and P, yielding a structure which is in
relevant respects like this:

~el HP[t@eat]HP pplin the kitchen]pp Iyp

Another textbook analysis grouped together a noun and a modifying
adjective (Adj) into a constituent that, for want of a label, we might
call the ‘head of the head phrase’ (HHP). If we assumed this we
would have to replace our rule for HP with

HP - Art HHP
x_/

where one rule for HHP would be:

HHP — Adj N
“_J

The sleek thrushes on the lawn would then have a structure which is in
relevant respects

~pl gplthe I_IHP[slffi_tgushes]mﬂ, lp pplon the lawnlpp lyp
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with the, sleck and on all depending on thrushes, but two successive
constituency divisions, of NP into HP and PP and then of HP into the
article and HHP.

We will return to this system in our discussion of coordination
(Chapter g). But in general it too is inadequate, if measured against
the constructions that grammarians actually describe. A first point is
that syntagms can be discontinuous. For example, in the inter-
rogative Has Bill disappeared? the verb phrase has disappeared, which
appears as a continuous unit in the declarative Bill has disappeared, is
split in two by its subject. This cannot be shown by phrase structure
rules, since our model was limited to relations between neighbouring
units. Nor can it be shown by the system outlined in the preceding
paragraph, which merely adds dependency relations to them. In a
sentence such as Eat it up! there is a discontinuous Phrasal Verb (eat
... up), which then forms a syntagm with the intervening object. In
Has Bull eaten it up? the total verb phrase might be assigned a bracket-
ing like this:

[[has ... eaten] ... up]

where the smaller syntagm is split into two by its subject, and the
larger into three, first by Bill and then by .

Secondly, it is not clear that we will always want to see dependency
as arelation between minimal units. In Obuviously he did it, it is usual to
class obviously as an adverb; it thus belongs to the same broad category
as, for example, badly in He did it badly or please in Please do it!, whose
non-paratactic use we discussed in Chapter 2. Nevertheless it is not
related to the verb specifically; instead it is a Sentence Adverb or a
Sentence-Modifying Adverb (thus already in SWEET, 1, p. 125) whose
relation is to the total syntagm formed by ke and did and it together.
The dependency relation is accordingly not like this:

obviously he did it

but rather like this:

obviously he did it

with the entire syntagm, Ae did i, as the controlling term. This cannot
be shown by our original dependency rules: nor by our new system,
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since on the understanding which we stated the controller of obviously
would have to be whatever is the controller in its co-constituent.
Likewise in, say, Please do not bring it we would treat please as depending
on the whole of do not bring it.

A third problem concerns the treatment of specific syntactic func-
tions. In Eat your dinner the relation of dinner to eat is not merely that
of a noun dependent on, or controlled by, a verb. Alternatively, your
dinner is more than simply a noun phrase with which the verb forms a
syntagm. For any grammarian, (your) dinner is specifically the object
of eat, where ‘being the object of’ is an individual constructional
relationship, just as ‘being a noun’ is an individual feature of class
membership. To Pass your sister the meat the system we have outlined
could assign a structure broadly like this:

sl vlpassly wplyour sisterlyp nplthe meatlyp I
~__

where dependency, constituency and class membership are again the
only primitive notions. But according to grammarians (the) meat and
(your ) sister have the specific roles of direct and indirect object: that is,
the direct object OF, and the indirect object OF, the predicator pass.
On the face of it, we need a system which can assign some form of
structure such as the following:

sl vlpassly yplyour sister]yp nplthe meat]yp Ig

Predicator Ind/irect D;'rect
Object Object

where the labelling of dependency relations represents another
primitive.

Finally, it is not clear that every assemblage of relations can be
correctly represented by a tree structure. In It tastes nice, the adjective
has the specific role of subject complement: a complement which can
be related to the subject, on collocational evidence which we dis-
cussed in Chapter 1. But it is also related to the verb, in that some
verbal lexemes can take such a complement, whereas others (such as
DRINK or BOIL) cannot. In addition, tastes can also be related to its

subject . In this way, each word is directly related to each of the
others:
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N

with no single element that could be established as the controller.

Such considerations show that the combined model is unsatisfac-
tory; they also provide further arguments against both the depen-
dency and the constituency models in their pure form. But where we
go from here is a matter on which theorists do not agree. Of the
alternatives proposed, the theory of transformational grammar was
developed on the assumption that, as part of its description, every
sentence had to have either one or more structures that could be
represented by a phrase structure tree. So, Eat it up!, which we gave as
an example for discontinuity, would have to have a structure in which
eat, it and up were equal constituents:

[eat] [it] [up]

But this is plainly inadequate, since ¢at and up should form a phrasal
unit. Therefore we must posit another structure in which they are
adjacent:

[eat up] [it]

with a relationship established between this second structure and the
first. The construction of the sentence is then represented by both
structures together. By the middle 6os the first of these trees had
become known as the surface structure, and the second as the
deep structure. The role of transformational rules, from which
the theory takes its name, became that of deriving the surface struc-
ture from the deep structure, with as many intermediate stages as
were necessary. So, in this case there would be a transformational rule
which moves the second member of a phrasal verb (up) into a position
after a following pronoun.

This has its attractions. For the basic defect of a phrase structure
grammar is that it confuses information about constructions (for
example, that up stands in a constructional relationship to eat) with
information about the realisation of constructions (for example, that
up can come after an object). In that sense it confuses what is ‘deep’
(the construction) with what is ‘surface’ (the realisation), to the
inevitable detriment of the former. But it is not clear that the remedy
lies in establishing two levels of phrase structure instead of one. In the
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surface structure of, say, Eat up your meat! a transformational grammar
would give the information both that up immediately follows eat and,
since there is no discontinuity, that eat and up are a constructional
unit. This would precisely duplicate the information given in its deep
structure. In the deep structure of both Eat it up and Eat up your meat a
transformational grammar would give the information not only that
eat and up form a constructional unit, but also that, in an allegedly
‘deep’ sense, up is ordered after ¢at and before i or_your meat. In one
case this duplicates what is in the surface structure. In the other it
contradicts the surface structure; indeed it would contradict any
likely surface structure for this combination, unless  is accompanied
both by heavy stress and pointing (Eat up IT). If we multiply levels of
phrase structure we multiply confusions between what is really ‘deep’
and what is really ‘surface’, instead of eliminating them.

No adequate alternative has been developed. Nor can this book try
to solve the detailed problems of formalisation that would be in-
volved. But in the chapters which follow we will assume that both the
general relations of constituency and dependency, and the particular
relations or types of relation between predicators and a direct object
or indirect object, between a modifier and a head, and so on, should
be studied independently of the order in which the relata are or can be
realised, and of other purely realisational features. In the last two
chapters we will return to the topic of realisation, and then (in
Chapter 12) we will be able to take a fresh look at the ‘deep’ and
‘surface’ levels of description, as they might be conceived and also as
the transformationalists themselves have seen them.

NOTES AND REFERENCES

My title recalls that of K. Baumgirtner, ‘Konstituenz und Dependenz’, in
H. Steger (ed.), Vorschlige fiir eine strukturelle Grammatik des Deutschen
(Darmstadt: Wissenschaftliche Buchgesellschaft, 1970), pp. 52—77; this is
often cited, but I confess I do not find it entirely to the point. I know of no
comparison which is quite of the sort that is given here.

For phrase structure grammar see CHOMSKY, Structures, Ch. 4; recursion and
other technical details in his ‘On the notion “rule of grammar™’, in
R. Jakobson (ed.), Structure of Language and its Mathematical Aspects
(Providence: American Mathematical Society, 1961), pp. 6—24 (reprinted

in FODOR & KATz (ed.), pp. 119—36). Derivative accounts in sundry intro-
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ductions to transformational grammar: those of Bach, Ch. 3 and
HupbpLESTON, Ch. 3 are recommended. Note that my own discussion is
limited to ‘context free’ (as opposed to ‘context sensitive’) systems. For
immediate constituents see textbook accounts by Hockert, Ch. 17 and
RoBINs, pp. 231ff;; but my term ‘syntagm’ is from the French (Saussurean)
tradition (DE SAUSSURE, Ch. 5, §1; MARTINET, Elements, §4.13; overall survey
in DuBoIs et al., s.v. ‘syntagme’). Primary accounts in R. S. Wells,
‘Immediate constituents’, Lg, 23 (1947), pp- 89—117 (reprinted in Joos
(ed.), pp. 186—207); Z. S. Harris, ‘From morpheme to utterance’, Lg, 22
(1946), pp. 161—-83 (reprinted in JoOos (ed.), pp. 142—53; HARRIS, Papers, pp.
100—25); HARRIS, Methods, Ch. 16. Like other ‘Bloomfieldian’ studies these
elaborate one aspect of Bloomfield’s theory to the detriment of the re-
mainder. But they are crucial for the development of Chomsky’s. As he
remarks in a passage referred to earlier, ‘So far [sc. in outlining a phrase
structure grammar] we have done nothing more than modify Harris’
“Morpheme to Utterance” procedures ... showing how these ideas can
provide us with a grammar which generates the sentences of alanguagein a
uniform way, ...’: p. 129 of ‘A transformational approach to syntax’, in HILL
(ed.), pp. 124—58 (reprinted in FODOR & KATzZ (ed.), pp. 211—45).

Two further points may be noted. (1) A syntagm need not have just two
immediate constituents. Some scholars assumed that it should where
possible (thus especially Wells, ‘Immediate constituents’, §53). Hence, in
part, the textbook analyses of noun phrases with adjectival and prepositional
modifiers. But binarism is not inherent in the model, as many Chomskyan
rules (see already CHOMSKY, Structures, p. 29, n. 3) make clear. (2) Phrase
structure rules are usually seen as ‘rewrite’ operations (hence the notation
with the arrow); apart from Chomsky’s own works see, for instance, WALL,
Ch. g (for “Type 2’ (context free) grammars), or BACH’s useful account of
mathematical linguistics (Ch. 8). But other formulations are possible. For an
attractive alternative see J. D. McCawley, ‘Concerning the base component
of a transformational grammar’, FL, 4 (1968), pp. 243—69 (also in
McCAWLEY, pp. 35—58) on ‘node admissibility conditions’; further develop-
ment, in a way that also affects the case for transformations, in a forthcoming
paper by G. Gazdar, ‘Phrase structure grammar’, in P. I. Jacobson & G. K.
Pullum (eds.), The Nature of Syntactic Representation (Dordrecht: Reidel). The
account I have given is deliberately non-committal.

Dependency trees are introduced by TESNIERE (‘hierarchie des connexions’,
pp. 13ff.), butin his account the constructional relation (‘ordre structural’) is
abstracted from the linear sequence. For dependency rules see D. G. Hays,
‘Dependency grammar: a formalism and some observations’, Lg, 40 (1964),
pp- 511—25 (reprinted in HOUSEHOLDER (ed.), pp. 223—40). I use
‘control(ler)’ for Hays’s ‘govern(or)’ (Tesniére’s ‘régir’, ‘régissant’);
although the latter is usual, its sense conflicts with those of ordinary gram-
marians (Chapter 11, notes to Chapter 6 below). Note that ‘dependency
grammar’, in the strict technical sense, is only broadly related to the post-
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Tesniérean development of valency theory (notes to Chapters 5 and 6
below).

For weak and strong equivalence see Hays, ‘Dependency grammar’, §6
(but his ‘equipotence’ is not usual). Hays refers to proofs, by H. Gaifman, for
the systems described. For similar theorems see Y. Bar-Hillel, Language and
Information: Selected Essays on their Theory and Application (Reading, Mass.:
Addison-Wesley; Jerusalem: Jerusalem Academic Press, 1964), especially
pp. 185ff.; WALL, passim. For a linguist’s view of strong equivalence compare
LyoNs, Introduction, pp. 226—31 (for phrase structure and ‘categorial’ sys-
tems). The combined system outlined in the text is not unlike that of
HERINGER, Ch. 4, where rules for ‘dependence’ and ‘interdependence’ (see
notes to Chapter 5 below) are added to a “Konstitutionssystem’ (HERINGER,
Ch. 3) for unordered syntagms. Another proposal is that of HUDSON, but its
formal character is less clear.

For a textbook analysis of phrases like the sleek thrushes and the meat in the
kitchen see HOCKETT, p. 188; recently, and still with no explicit justification,
in D. L. Bolinger, Aspects of Language, 2nd edn (New York: Harcourt Brace
Jovanovich, 1975), p. 141. The constituency of the adjective is already in
BLOOMTFIELD (p. 195 for this fresh milk). ALLERTON, pp. 119f. discusses alter-
native analyses of a new car.

For defects of phrase structure (and, by implication, of dependency) gram-
mars see CHOMSKY, Structures, Ch. 5 et passim; but ‘deep’ and ‘surface’ are later
(CHOMSKY, Topics, p. 16; Aspects, p. 16). See also Postal’s once influential
polemic (PosTAL). A good textbook account is given, for the mid 6os, by N.
Ruwet, Introduction & la grammaire générative (Paris: Plon, 1967), Ch. 3, §6
(English translation, An Introduction to Generative Grammar, by N. S. H. Smith
(Amsterdam: North-Holland, 1973)); for the mid 70s, though now dated, by
HupbLESTON (Ch. 4 especially); see also LYONS, Introduction, pp. 247ff. For the
discontinuity of the phrasal verb see Chomsky’s ‘On the notion ‘“‘rule of
grammar’”’, p. 23 (reprinted in FODOR & KATz (ed.), p. 135). For a recent
assessment of the arguments see my essay on ‘Deep structure’, in D. J.
Allerton, E. Carney & D. Holdcroft (eds.), Function and Context in Linguistic
Analysis: a Festschrift for William Haas (Cambridge: Cambridge University
Press, 1979), pp.- 148-58.

Deep structures are usually seen as an initial level of phrase structure. But
dependency representations have been proposed: see Jane J. Robinson,
‘Dependency structures and transformational rules’, Lg, 46 (1970), pp.
259—85; J. M. Anderson, ‘Dependency and grammatical functions’, FL, 7
(1971), pp- 30—37 (also ANDERSON). Compare LYONS, Introduction, pp. 372ff.,
for the categorial system; also Chomsky’s later model of ‘X-syntax’ (see notes
to Chapter 7 below) which Robinson cites as a contemporary development.
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General and universal categories.

Subject and predicate: Traditional analysis; types of predicate. Dependency
analysis: valency, predicators, complements. Semantic objection to traditional
analysis. Zero valency; subject and predicate vs. subject and object. Are
subjects universal? Justification for subject: cases, word order; active vs. pass-
ive; predicate as separate unit. An alternative system (Is there a subject in
Basque?); universality not establishable.

Copular constructions: Schema for dependency analysis. Copula no predicator; as
marking element. Prepositions as predicators.

Most of the terms which are used by grammarians refer to classes or
constructions peculiar to a particular language or to a particular
range of languages. For example, there is a category of phrasal verbs
in English (ate ... up, or the lexeme EAT UP, in He ate it up), but no
productive type to which the term could be applied in, say, Italian.
Both English and Italian have auxiliary verbs (Aasin Mary has arrived,
¢in Maria ¢ arrivata). That means: there are criteria for the application
of the term ‘auxiliary verb’ (defined, say, as a verb in a determining
relation to another verb) which, despite differences, both the English
and the Italian elements will meet. But there were no auxiliary verbs
— no elements satisfying such criteria — in, for example, Ancient
Greek. Both English and Italian have articles (tke and a in the book, a
book; il and un in i libro, un libro); so did Ancient Greek (4o in ho
dnthropos ‘the man’), though it did not have a comparable distinction
between the Definite article and an Indefinite (the, il versus a, un). But
there are no articles in Latin — no element to which this term could be
applied as distinct from, for example, ‘demonstrative’ (Aic in hic liber
‘this book’). Terms such as these are general, in that grammarians
do not transfer them arbitrarily from one system to another. But they
are not universal, since for any language we investigate we antici-
pate the possibility that they will not apply.

Other categories are such that every language can be expected to
display them. For example, we will always establish sentences, under
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the theory developed in Chapter 2. It is only if we could imagine a
language without syntax — without rules which constrained the
possible combinations of words or morphemes — that the notion of a
maximal syntactic unit would be inapplicable. We also expect that
every language will have determiners, in the sense proposed at the
end of Chapter 3. The particular types of determiner vary, as we have
just remarked in the case of articles or auxiliaries. But in every
grammar we establish certain oppositions between words or mor-
phemes, which form a closed set and whose terms stand in a de-
pendent relationship. A fortiori, we also anticipate that every lan-
guage will exhibit relations of dependency; also constituency relations
within syntagms, as explained in Chapter 4. Such categories form a
system of linguistic universals, incorporated into a model (end of
Chapter 3) that, to the best of our knowledge, every grammar can
conform to.

What other types of element might be universally applicable? The
question is nowhere more difficult than for the constructions which
we will consider in this chapter, which concern the basic relationships
within the clause, traditionally referred to under the heading of
predication.

SUBJECT AND PREDICATE

Let us return to Orwell and discuss the analysis of the animals’ seven
commandments (Animal Farm, Ch. 2):

Whatever goes upon two legs is an enemy.

. Whatever goes upon four legs, or has wings, is a friend.
. No animal shall wear clothes.

. No animal shall sleep in a bed.

. No animal shall drink alcohol.

. No animal shall kill any other animal.

. All animals are equal.

N OOV Q0N -

According to tradition, each of these is divided into two parts. One
part is the subject: in 1, whatever goes upon two legs; in 2, whatever goes
upon four legs, or has wings; in 3—6, no animal; in 7, all animals. This is said
to identify the topic which the sentence puts under focus: the original
Greek term was to hypokeimenon, literally ‘that which lies under’. Thus
commandment 7 would be seen as making a statement about ‘all
animals’, and commandment 1 a statement about ‘whatever goes

97



5. Predication

upon two legs’. The other part is a predicate (is an enemy, is a friend,
shall wear clothes, and so on) which is said of, or predicated of,
whatever the subject refers to. So, what is said of all animals is that
they ‘are equal’, and what is said of a creature that goes upon two legs
is that it ‘is an enemy’. The division itself has been accepted by the
majority of structural linguists, including the transformational gram-
marians. Thus in Chomsky’s central work the first rule of English
syntax deals with the construction of a noun phrase and a ‘predicate
phrase’:

S — NP + Predicate phrase

where the subject is defined as a noun phrase which is an immediate
constituent of a syntagm labelled S (compare CHOMSKY, Aspects,
pp- 71, 106).

The predicates are of three types, in each of which a verb (is, shall
wear, and so on) is an essential element. In the first the verb has an
object: thus in commandments 8, 5 and 6 the verbs (shall) wear,
(shall) drink and (shall) kill have the direct objects clothes, alcohol and
any other animal. In that case the construction is described as transit-
ive: the act referred to by the verb (of wearing or drinking or killing)
is said to pass across (Latin ‘transire’) from an actor to a goal.
Likewise, in the imaginary commandment

No animal shall give aid to humans

the act of giving would be seen as passing across, first to a goal referred
to by the direct object a:d and then to a second or indirect goal, which
is referred to by the indirect object (to) humans. The term is also
applied to the verbal lexeme. Thus KILL is an inherently transitive
verb, its sense implying a person or thing to whom the killing is done
as well as a person or thing who is doing it.

In the second type of predicate the verb is a copula accompanied
by a noun or an adjective: thus in commandments 1—2 the singular
copula is is followed by the noun phrase an enemy or a friend, and in
commandment 7 the plural copula are is followed by the adjective
equal. In this case no action is referred to, and the verb is merely a
linking element (the meaning of the Latin ‘copula’) between this
second element and the subject. The noun or adjective is then de-
scribed as predicative, or is said to stand in predicative position.
Thus the predicative adjective in 7 is opposed to the Attributive
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adjective in, for example, an equal amount. The construction of a
predicative noun or noun phrase is opposed, in particular, to that of
an object, the predicate is an enemy, in 1, being fundamentally different
from, for example, saw an enemy in I saw an enemy.

In the third type of predicate the verb may again refer to an action;
but there is no goal to which it is directed. Thus in commandment 4
(No animal shall sleep in a bed ) there is no goal for the process or activity
of sleeping, and within the subject of commandments 1 and 2 (what-
ever goes upon two legs; whatever goes upon four legs, or has wings) the verb goes
refers to an act that is not directed towards something ‘being gone’, or
having going done to it. In this case the construction is described as
intransitive, the verb being accompanied at most by adverbials.
Thus in these examples (shall) sleep and goes are followed only by the
adverbials in a bed, upon two legs and upon four legs; we could also imagine
the preposterous commandment

No animal shall sleep

whose predicate is the verb alone. The term may again be applied to
the lexeme, SLEEP and GO being inherently intransitive verbs.

Given the basic division between subject and predicate, the rest of
this analysis can be validated without difficulty. There is no doubt
that the commandments with a copula differ syntactically from those
with an object, for reasons which will be clear from Chapter 1, for the
example Terrifying are the . . . thrushes. We can also justify the semantic
notion of transitivity. For although there are many cases where no act
is referred to (1 saw an animal does not mean that I performed an act of
seeing on it; I smelled the carnations may mean merely that their scent
came to my attention), it is in general true, for English and for the
classical languages for which this system was developed, that when
such sentences do refer to the operation of one entity on another entity
(as, for instance, in No animal shall kill any other amimal), it is the
operator or actor that is identified by the subject and the object that
identifies its target. A construction cannot be justified on such evi-
dence alone. But certain relations of meaning are typical of it, or more
typical than others.

Nor is there any doubt that transitive constructions are distinct
from intransitive. For here too there are specific lexical incompatibi-
lities. A form of SLEEP cannot be construed with an object, unlessitisa
Cognate Object (a good night’s sleep in They slept a good night’s sleep; the
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sleep of the just in He slept the sleep of the just), where the noun is
morphologically related, in this case by conversion or zero derivation,
to the verb. With PREVARICATE or VANISH even that possibility is
excluded: no object could be added to No animal shall prevaricate or The
man vanished. The converse holds for many verbs which stand in the
transitive construction. A form of WEAR cannot be construed with a
subject only, except in examples such as The carpet has worn badly,
where we have a different sense of WEAR, or perhaps a different lexeme
altogether, from the transitive in No animal shall wear clothes. With
PERUSE or SCRUTINISE the case is uncomplicated: even in ellipsis one
would not normally say He perused or They scrutinised. In the literature
on dependency grammar, such classes of verbs are described as
having different valencies, or taking different sets of valents. Thus
the valency of PREVARICATE includes a subject element only, while the
valents of PERUSE are both a subject and a direct object. In our
examples with WEAR we illustrate two senses with which different sets
of valents are associated — or perhaps, again, homonymous lexemes
which as such belong to different classes.

At this point it will be clear why objects are treated as depending on
the verb (Chapter 4). For just as the function of a determiner presup-
poses the element it determines (Chapter 3), so an object function
presupposes the element that it is object OF. Individual verbs exclude
or require an object, independently of their relation to the subject,
just as individual nouns restrict the range of articles (compare again a
book and [som] book, [som] meat and a meat), independently of their own
wider functions. But there cannot be an object without a verb; nor do
individual nouns exclude the relationship. Thusitis the valency of the
verb which determines how many other elements the construction
may or must have (a subject alone, both a subject and a direct object,
asubject with or without a direct object, and so on), not the valency of
an object which determines that there must also be a subject and a
verb or the valency of a subject which determines whether there may
also be a verb and a direct object.

The dependency of objects is implicit in the usual statements of
grammarians, as we remarked in Chapter 4. But in dependency
grammars every valent, or every element that we have just referred to
in our statements about valency, is treated in the same way. That
includes the subject; so, in the intransitive No animal shall sleep, the
relations are described like this:
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no animal shall sleep
w_/ \ W/

with (no) animal depending on (shall) sleep just as, in Leave the meat, the
object (the) meat depends on leave. The transitive No animal shall wear
clothes would then have a structure

no animal shall wear clothes
\

in which both the subject and the object depend directly on (shall)
wear. In No animal shall give aid to humans, the verb (shall) give would
have three dependents (no) animal, aid and (to) humans, since the
valents of GIVE comprise all three elements subject, direct object and
indirect object. In this form of analysis the main division is not
between the subject and whatever is predicated of it, but between the
element which we have already called the predicator (shall sleep, shall
wear, shall give) and the various complements, as we will call them,
which are required, according to the valency of the verb or the
particular sense of the verb, if the construction is to be complete.

If we add the subject—predicate division we obtain a form of
representation such as the following:

[no animal] [[shall wear] clothes]

where a construction which would be united by a single dependency
rule:

V(N,*,N)
is split into two successive levels of phrase structure:

S — NP + Predicate
Predicate - VP + NP

the second of which relates a Verb Phrase (V plus its determiner) to
the object alone. In principle, both could be right; we have already
envisaged constructions where a constituent could not be predicted
from the dependencies alone. But the traditional analysis can be
questioned, especially if it is thought to represent a universal.
According to some scholars, it is invalid even for languages such as
English; an alternative view is that it is valid only for languages of
certain types. But all languages have some form of construction in
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which predicators are related to different classes of complement. A
division of subject and predicate would then be no more than a
secondary feature.

Of the arguments against the division, the first and most obvious
concern the semantic value attributed to it. Commandment 2 has the
subject whatever goes upon four legs, or has wings; therefore itis a statement
(it would be said) about all creatures having these characteristics. But
in context it is also a statement about friends, defining who is a friend
as opposed to an enemy. Let us suppose that animal A is catechising
animal B: ‘Right,’” A asks, ‘then who are our friends?’ B could reply by
uttering a sentence with a friend as subject: ‘A friend is whatever goes
on four legs, or has wings’. Alternatively, B could repeat the
commandment:

Whatever goes upon FOUR legs, or has WINGS, is a friend

with four and wings marked intonationally. In either case it is a friend,
not whatever . . . wings, that refers to the topic of discourse. Similarly, it
makes no difference if one says I think John got it (subject Fohn and
object it) or I think it went to John (subject it and to John adverbial), in
answer, say, to Who got the first prize? Both are statements equally about
John or about the prize, each of which may be said to underlie their
utterance. The notions of subject and predicate originate in
Aristotelian logic, where the study of language is subordinate to the
aim of characterising valid arguments. It was only within that system
(now superseded among logicians themselves) that they could be
established on semantic grounds.

In the late nineteenth century a distinction was made between the
grammatical subject of a sentence (whatever . . . wingsin command-
ment 2, John in John got it, it in It went to fohn) and a psychological
subject, which was said to represent its starting point in the mind of a
particular speaker. In the context of the question asked by animal A,
both of B’s replies would have the psychological subject a friend, even
though the second (Whatever goes upon FOUR legs, or has WINGS, is a
Jfriend) has it in a grammatically predicative position. The most we
could claim is that the grammatical subject also tends to be the
psychological subject (as would be said, for example, of no animal and
all animals in commandments 3—7), or is so if no other factor disturbs
the relationships. But that assumes that the category itselfis valid. We
must find other arguments by which it is shown to be so — arguments
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not just for a semantic or logical relation, but for a specific construc-
tion in which the grammatical predicate is established as a unit.

A second objection is that some predicates do not take subjects. Of
what, for example, is is raining predicated in It is raining, or pluit in its
Latin translation Pluit? In Pluit the verb is in the form of the grd
singular, as also in, for example, Cantat ‘He, she or it is singing’; but
whereas cantat must be understood of some particular individual
(Cantat {sc. imperatory ‘(The emperor) is singing’, Cantat {sc. puella)
‘(The girl) is singing’, and so on), there is no entity of which one
would say that he, she or it ‘rains’. Likewise for English It is raining:
although this is superficially like, for example, It is singing, there is
again no entity to which # refers or about which a statement is made.
Nor could any other word or phrase be substituted (He s raining, The
cloud is raining, and so on). In It s singing the pronoun is a semantic
variable, as in examples discussed in Chapter 2. But in It is raining it is
simply a marker, defined as an element with no semantic contrast
(Chapter 3). In Latin Cantat the 3rd singular has variable reference;
alternatively, there is ellipsis of a subject element (puella, imperator,
...) with which the termination agrees. But in Plu:t there is again no
choice of ending — no Pluo (with the same ending as Canto ‘I am
singing’), no Pluis (with that of Cantas “You are singing’), and so on.
Therefore it too has an empty role in the construction.

In dependency grammar, a verb which takes no complement is said
to have a zero valency. Just as the valency of PERUSE comprises both
a subject and an object, while that of VANISH comprises the subject
only, so the normal valency of RAIN or PLUIT comprises no element
whatever. It can now be seen why the subject stands in a dependent
relationship. For a subject presupposes a predicator: it is only in cases
of ellipsis that the construction can apparently consist of just a subject
(Bill {sc. fetched Mary)), or just a subject and an object (And Bill {sc.
could fetch) Mary). But a predicator does not presuppose a subject: in
the same way that a construction can be objectless, as in the intran-
sitive No animal shall sleep, so, in Pluit or It is raining, it can also be
subjectless. The predicator is the only essential element, and as such
governs or controls a subject, precisely as it controls the direct object
and other elements that enter into valencies.

According to tradition both the predicate and its subject are essen-
tial elements. A subjectless verb is therefore problematic, and requires
some special explanation. Nevertheless the it of It s raining occupies
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what is otherwise the subject position, and the verb agrees with it by
the normal rule (is raining, not are raining). Only under ellipsis is this
position left vacant ({sc. It) wor’t rain tomorrow, like {sc. Bloggs) did it
yesterday). Even in Latin, pluit has to have a person suffix, which in
other verbs would function as a determiner or in agreement with a
subject noun phrase. In this respect a subject and object are still on an
unequal footing. If a verb is objectless, no unit resembling an object
enters into its construction; only in certain idioms might an empty @
be established (as in the idiomatic sense of They beat it out of the
building). Nor is its own form such that it could also mark an object
relationship. But a subjectless construction is not simply reduced to a
predicator. It also has a marker which is specifically subject-like in
form.

This does not mean that it actually has a subject, in the sense
intended by the Aristotelian tradition. The traditional subject rep-
resents an element in the semantic structure of the sentence, which the
it of It is raining certainly is not. But it does suggest that the notion of
‘subject’ should be looked at in two different ways. On the one hand,
there is a subject as opposed to an object. In that sense the animals’
third commandment has the tripartite structure justified by argu-
ments from valency:

Subject Predicator Object
no animal shall wear clothes

On the same level, No animal shall sleep has the two-term structure:

Subject Predicator
no animal shall sleep

and It is raining a one-term structure which we must simply show like
this:

Predicator

is raining
with the marker left out of account. On the other hand, there is a

subject as opposed to a predicate. In that sense the tripartite structure
has a binary division imposed upon it:

Subject, Predicator Object
no animal shall wear clothes
Subject, Predicate
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(with the notions of ‘subject’ distinguished by subscripts). Likewise
the intransitive has a structure like this:

Subject, Predicator

no animal shall sleep
————

Subject, Predicate

in which shall sleep functions in relation both to subject; and to
subject,. In alanguage such as English the same pattern isimposed on
cases of zero-valency:

Predicator
it is raining
—

Subject, Predicate
where the role of it is to supply a subject, which would otherwise be
missing.

The remaining arguments concern the universality of these cate-
gories. For the subject in Latin or English, three main characteristics
can be distinguished. The firstis that the Agent noun in the transitive
construction — the noun which tends to identify the actor as opposed
to the goal of an action —is grammatically the same as the single noun
in the intransitive. Thus in the following line from Virgil:

hostis habet muros; ruit alto a culmine Troia

(Aenerd, 11.290),! the nominative Troia “Troy’ is the subject of the
intransitive ruzt ‘is collapsing’ precisely as the nominative Aostis ‘the
enemy’ is the subject of the transitive habet ‘holds’. By contrast, the
object of habet is accusative (muros ‘the walls’) and the adverbial
accompanying ruit has a preposition (a) which governs the ablative
case (alto a culmine, literally ‘from the high summit’). The subject
nouns are also singled out by agreement, the verbs ruit and habet being
both grd singular. In English there is no case inflection; but both
subjects occupy the same position in the sentence (No animal shall sleep,
not Shall sleep no animal; No animal shall wear clothes, not Shall wear clothes
no animal, Shall wear no animal clothes). The subject can again be marked
by agreement, when the rule applies.

The second characteristic lies in the opposition between the active

1“The foes already have possessed the wall;
Troy nods from high, and totters to her fall.” (Dryden)
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and the passive construction. In a transitive clause the verb or verb
phrase has the active form (habet, shall wear), matching the agent as
subject. Once more there is identity with the intransitive (ru:t, shall
sleep). But in the passive construction it is the Patient noun — the noun
which tends to identify a goal or ‘undergoer’ (Latin patiens) — that fills
the subject function. Thus in place of the active sixth commandment

Agent Predicate
no animal shall kill any other animal

one could write an alternative version

Patient Predicate
no animal shall be killed by any other animal

where the predicate is stated of the potential undergoer of the killing.
The verb phrase has the passive form, which in English is marked by
BE with the past or passive participle: {shall) be killed versus {shall)
kill. Likewise in the Latin sentence

novae ab utrisque rationes reperiebantur
‘New methods were found by both sides’

(compare Caesar, Civil Wars, 111.50), the subject is the nominative
novae . . . rationes ‘new methods’ and the verb the passive reperiebantur
‘were being found’, which is opposed to its active counterpart reperie-
bant ‘were finding’ by the addition of the suffix -ur. The agent is
treated as an adverbial: Latin ab utrisque, with the same case and
preposition as a culmine ‘from the summit’; English by any other animal,
with the same preposition as in, for example, They killed him by stealth.

It is the evidence of this construction, in particular, that establishes
the subject as opposed to a predicate (subject, in our schemata) as a
category distinct from that of the subject as opposed to an object
(subject;). For given a collocation of agent, verb and patient (animal—
kill—animal, utrique—reperire—rationes), it allows either noun to be chosen
for the subject, role. In English the choice is wider, in that the subject
of a passive may also correspond to an indirect object. Thus for the
collocation I—give—money—children there is a choice between an active
with 7 as the subject (as in 1 gave no money to the children), a First Passive
with subject money (No money was given to the children by ME) and a Second
Passive with subject children ( The children weren’t given any money by ME).
The ‘subject,’ is thus independent of the agent or patient category.
Yet the active is the basic term in the opposition. This is shown by the
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morphology of the verb (where the passive form is more complex than
the active), by the lack of distinction (in English) between the verb of
the first passive and the second, and also by the adverbial character
which the passive imposes on the agent. This in turn is shown both by
its morphology and by the readiness with which it can be dropped:
thus No animal shall be killed, The children weren’t given any money, novae
rationes reperiebantur ‘New methods were found’, and so on. It is be-
cause the active is basic that we can identify the subject;, or agent,
with the subject of the intransitive.

The third characteristic is that the predicate can appear alone in
various dependent positions. In I saw him while visiting London the
predicator visiting has the object London, as in the finite clause [/ visited
London; but while the main verb also has an explicit subject, visiting or
visiting him does not. By contrast, there is no sentence like, for example,
1 saw him while he visiting (meaning ‘while he was visiting me’) or I lost it
while wearing (meaning ‘while I was wearing it’). Another case is when
amain verb takes an infinitive: Caesar tried to repair the bridges (infinitive
to repair forming a predicate with its object the bridges); Latin conatus est
Caesar reficere pontes (infinitive reficere with object pontes). In other cases
we can establish a contrast: Buying that picture {was a great mistake), My
husband buying that picture {was a great mistake) . But within the predicate
the form of BUY retains its usual valency. As visiting London is a syntagm
in . .. while visiting London, and buying that picture in Buying that picture was
a great mistake, so, on this evidence, is buying that picture in My husband
buying that picture .

[[my husband] [buying that picture]]

So, by extension, is bought that picture in the finite My husband bought that
picture:
[[my husband] [bought that picture]]
These characteristics are decisive for the particular type of system
in which all three are displayed. But there are many languages in

which the first, in particular, is not. In Basque, for example, an
intransitive sentence such as the following:

gizona ethorri da
‘the man’ ‘has come’?

2Cf. P. Lafitte, Grammaire basque (navarro-labourdin littéraire), 2nd edn (Bayonne, 1962), §847;
henceforth abbreviated LAFITTE.
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has the noun gizona in the nominative or absolute case (root gizon with
definite singular -a), while the auxiliary of the verb phrase (participle
ethorri + auxiliary da ‘is’) is marked with a grd singular prefix d-. So
far this is perfectly in line with other European languages. But in a
transitive sentence such as

aitak ogia jan du
‘the father’ °‘the bread’ ‘has eaten’

(LAFITTE, §791) the noun which is in the nominative or absolute is not
the agent aitak, but the apparent object ogia; it is with this noun, too,
that the prefix of the auxiliary (du ‘(he) has’) corresponds. Aitak itself
is in a case which most scholars call the Ergative (LAFITTE’s ‘actif’),
which is marked by a suffix -£; if the agent were anything but grd
singular the auxiliary would then be marked with a suffix (dut ‘I have

. (it)’, dugu ‘we have ... (it)’, dute ‘(they) have ... (it)’, and so on
(LAFITTE, §§559—60)). In that way aitak is distinguished both from
ogia and from gizona ‘the man’ in the first example.

Different scholars have proposed different analyses of these con-
structions. According to Martinet,® the sentence which we have
called intransitive would consist simply of a verb and one dependent:

[gizgn\a_[e/thorri da]]

standing in a relation similar to that of a noun and a modifier. The
sentence would in effect mean (1) that there had been an act of
coming, and (2) that, more specifically, it was a coming of the man or
in which the man was involved. In the sentence which we described as
transitive the same relation would obtain between the verb and the
patient:

ogia [jan du]]
*x_ A

—meaning (1) that there had been an act of eating, and (2) that, more
specifically, it involved the bread. Since it is the same relation, the
morphology of the noun and auxiliary (nominative/absolute with d-)

3Cf. A. Martinet, ‘La construction ergative’ (1958), reprinted in his La linguistique synchronique
(Paris, 1965), pp. 212—28; also ‘Le sujet comme fonction linguistique et I’analyse syntaxique
du basque’ (1962), reprinted in MARTINET, Studies, pp. 237—46. The latter replies to objections
raised by Lafon: cf. R. Lafon, ‘L’expression de I’auteur de I’action en basque’, BSL, 55 (1960),
1, pp. 186—221.
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is also identical. But in the transitive case the whole must form a
syntagm with a second dependent:

[aitak [ogiw an du]]]

—meaning (3) that, more specifically, the act of eating the bread was
of the father. It is this higher constituent that is marked by the
ergative.

If Martinet’s analysis is right the language is without a subject
category, either in relation to an object (subject;) or to a predicate
(subject,). In that case all that is common between the Basque and
the Latin or English constructions is the mere relationship of de-
pendency (of Basque aitak and ogia on jan du, of Latin hostis and muros
on habet), and the generalised semantic categories (aitak and hostis as
agent, ogia and muros as patient) to which the dependents can be
assigned. But if Martinet is wrong there are two ways, in principle, by
which the notion of a subject might be reinstated. One is to ignore the
morphology and treat the constructions precisely as we treat their
Latin or English translations. So, while ethorri da ‘has come’ would be
predicated of the nominative gizona ‘the man’:

Subject Predicate
gizona ethorri da

the ergative aitak ‘the father’ would be the subject of a transitive
predicate ogia jan du ‘has eaten the bread’:

Subject Predicate
aitak ogia jan du

with the nominative ogia playing the syntactic role of the Latin
accusative. This is the description presented by LAFITTE (Ch. 6 et
passim), who writes very largely in Romance terms. The alternative is
to see a subject role for the patient. So, just as ethorri da would be
predicated of gizona, a syntagm formed by the verb and the ergative
(attak ... jan du ‘the father ... eaten has’) would be predicated of ogia
‘the bread’:

Subject Predicate
ogia aitak ...jan du

with both nominatives in the same role.
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This last analysis is similar to that of a passive construction:

Subject Predicate
the bread has been eaten by the father

with the agent (azitak, by the father) marked in the predicate by - or by.
Some scholars have therefore classified it as such, even though there is
no active to which it can be opposed. But without such an opposition
itis hard to see how the description could be justified. For the essence
of the passive lies in a choice between constructions, by which the
subject as opposed to the predicate (subject,) can be either the patient
or the agent. In addition, it is the ergative or agent which is the
obligatory element in the construction. According to Martinet, a
sentence such as Gizonak jaten du (ergative gizonak ‘the man’, auxiliary
du ‘has’ forming the present with a nominal infinitive jaten ‘to eat’) can
mean simply ‘The man is eating’, with no patient referred to.* But
with a patient alone the verb phrase would be different. Thus in a
sentence such as the following:

Paulo maitatua da
‘Paul’ ‘loved’ ‘I’

(LAFITTE, §644) the auxiliary, in particular, is da (compare the intran-
sitive ethorri da ‘has come’) and not du. If we were dealing with a
subject—predicate construction, we would expect the subject to be
obligatory (thus in English there is no subjectless predicate Has been
eaten by the father), with optionality of the agent (English The bread has
been eaten).

The construction of this latest example (Paulo maitatua da) is the one
which Lafitte himself describes as passive (loc. cit.). The relation
between that and the construction which we described as transitive
(Aitak ogia jan du “The father has eaten the bread’) might therefore be
seen as parallel, morphology apart, to the relation between the
agentless passive construction in Latin or English (Novae rationes
reperiebantur, No animal shall be killed) and the basic active (Hostis habet
muros, No animal shall kill any other animal) . If this is right the transitive in
Basque would itself be an active. Now that as such does not establish
aitak as a subject, as Lafitte himself describes it. For there is still no
evidence by which an ergative agent in the transitive, construed with

4 MARTINET, Studies, p. 78. For the morphology of the periphrastic verb forms see LAFITTE,
Ch. 29.
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a verb which is in turn related to a nominative, can be classed
together either with a nominative patient in the passive construction
(such as Paulo in Paulo maitatua da) or with the single nominative in the
intransitive (gizona in Gizona ethorri da). But could such evidence
perhaps be found?

According to some recent contributions, it can be found in the
interpretation of infinitive constructions. With the intransitive ‘to
talk’ one could say, for example:

mintzatzera doa
‘to talk’ ‘goes’

where an allative form of the nominal infinitive (the same case as, for
example, Parisera ‘to Paris’) is understood of the same individual as
the finite doa: ‘He or she is going in order to —in order that the same he
or she should —talk’ (compare LAFITTE, §462). With the infinitive of a
transitive verb, a similar example would be

semearen ikustera noa
‘theson’ ‘tosee’ ‘Igo’

(LAFITTE, §860), where the added noun is in the possessive genitive
(seme ‘son’ plus definite -a plus -(7)en): so, literally, ‘I go to the seeing
of the son’. But this noun refers to the son who is to be seen; it is the
individual who does the seeing, which in the finite transitive would be
identified by a noun in the ergative, that one must understand from
the main verb. So, a ‘see-er’ is understood with tkustera ‘to see’ in the
same way that a repairer is understood with the English infinitive #o
repair (in Caesar tried to repair the bridges) or the Latin reficere (conatus est
Caesar reficere pontes). Likewise, a talker was understood with minizat-
zera ‘to talk’ just as a sleeper would be understood with English to sleep
or the Latin dormire (in Caesar tried to sleep, conatus est Caesar dormire).
Therefore (it is argued) the nouns which would refer to the ‘see-er’
and the talker in a Basque finite construction must be subjects like
those of English or Latin, despite the difference in morphology.

I am not a specialist in Basque, and can make only hesitant
comments. But, in the first place, it does not seem that the passive
plays the same roles as in Latin or English. Lafitte remarks that its use
is rare (§645, IV), and Lafon reports an experiment in translation, of
a Latin passive into Basque, in which it was almost entirely avoided.®

SR. Lafon, ‘Ergatif et passif en basque et géorgien’, BSL, 66 (1971), 1, pp. 327—43.
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According to Lafon himself, the only established passive has the role
not of transposing an agent and a patient, but simply of converting a
verb which is lexically transitive (such as IKUSI ‘see’) into the intran-
sitive class. Hence, in particular, it is a passive without a grammatical
agent (like the English No animal shall be killed); the construction with
such an agent (as in the English No animal shall be killed by any other
amimal) is especially unusual. So far as the transitive is concerned, this
would be compatible with any of the analyses which we have out-
lined. Thus in terms of Martinet’s analysis, a verb whose ordinary
valents are a nominative and an ergative, with the former an im-
mediate and the latter a more remote constituent:

Ergative [Nominative Verb
[rgawe[om‘\zzz/er]]

is converted to a construction with the close dependent alone:

[Nominative Verb]
x__“

As for the infinitive constructions, it will be noted that the con-
stituency bracketing which is imposed by Martinet’s analysis, as
shown above, is the same as that of the Latin subject and predicate:

[Nominative [Accusative Verb]]
[Nominative Verb)

except that the categories, and their case exponents, are changed.
Now with each infinitive one noun, or whatever is referred to by that
noun, is understood; in Latin or English it is naturally the subject,
with the further possibility that, with a passive infinitive, it will be the
patient instead of the agent (as in Caesar tried to be seen). In Basque the
construction of the infinitive shows no contrast between active and
passive, and in other respects resembles that of a noun; witness again
the genitive of semearen ikustera ‘to the seeing of the son’. In the light of
the dependency analysis we may see this as a construction reduced,
not from subject, and predicate to the simple predicate, or from
subject,, finite verb and object to the simple infinitive verb and
object, but from a finite construction with both a closer and a more
remote dependent:

[Agent [Patient Finite verb]]

112



Copular constructions

to one with the close dependent alone:
[Patient Infinitive verb]

In that respect the agent may be said to fall together with the single
noun, or the single non-oblique noun, in the intransitive. But it is not
clear that we need a category of subject to explain why.

It emerges from this discussion that there is no element in Basque
exhibiting all the characteristics of the Latin or English subject, as
summarised earlier. The nominatives are subject-like in their mor-
phology, with inflections on the verb (illustrated in our examples by
the prefixes of noa ‘I go’, doa ‘(he, she or it) goes’, du in jan du ‘eaten
has’,; and so on) to match. But if we assign them to that category it
seems harder to explain the reduced construction with infinitives.
The ergative is subject-like — that is, like a subject as we traditionally
know it — both in its semantics in general (in that it is typical of the
agent) and with respect to infinitives in particular. Butif we treatit as
such we are forced to seek some other basis for the noun and verb
morphology. Explanations have been offered, but they become un-
necessary if, on abandoning the hunt for subjects, we can find a
common basis for all the features which have been outlined.
Martinet’s account has been rejected by at least one specialist
(though not in favour of Lafitte’s). But it explains more of the facts
than any other that is at present available.

The argument has been limited to a single language, for which we
have good and fairly detailed information. But the universality of
subjects as opposed to objects (subject,), let alone of subjects as
opposed to predicates (subject,), would not be supported by a wider
study. In general, it is possible to establish a list of subject-like
characteristics, involving case, agreement, agentivity, relations with
non-finite verbs, and so on. Any language has elements that display
some subset of them; in that sense it has subject-like elements. But a
subject-like element is not by that token a subject, especially if there
are others which are subject-like in other respects. If we look for a less
vacuous universal, we will not find it.

COPULAR CONSTRUCTIONS

In a dependency analysis, transitive and intransitive are special cases
of a general schema:
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(Complement, (Complement, ... (Complement,))) Predicator
~_ =

in which a single predicator is accompanied (the order is irrelevant)
by zero or more dependent complements. When a lexeme allows no
complement (like Latin PLUIT or English (TO) RAIN), it or its sense is
zero-valent; if it allows just one it may be described as monovalent
(English DISAPPEAR or Latin MORIOR ‘die’), if two as bivalent
(English KILL or Basque IKUSI ‘see’), if three as trivalent (English
GIVE in No animal shall give aid to humans), and so on. But so far we have
not applied this schema to constructions with the copula. In the
animals’ first and last commandments:

1. Whatever goes upon two legs is an enemy.
7. All animals are equal.

the subject is once more a complement. But what exactly are the
remaining elements?

One solution is to treat the form of BE as a predicator; the seventh
commandment would thus be analysed as

[all animals] are equal

where BE is a bivalent verb, but of a different class from KILL, WEAR,
and so on. In the terminology of QUIRK et al. (pp. 820f.), it would be
an Intensive verb, or a verb which takes intensive complementation,
while the complementation of KILL and the like would be transitive or
Monotransitive (ibid., pp. 830f.). In this formulation, the term ‘com-
plementation’ refers to the valency of verbs within their predicate:
KILL is ‘monotransitive’ because its complementation comprises just a
direct object; likewise GIVE is Ditransitive, in that its complemen-
tation comprises both a direct and an indirect object. In more tradi-
tional terms, the copula is seen as governing the predicative element
(equal, an enemy), in the same sense that, in commandment 6, shall kill
governs any other animal.

There are two arguments against such an analysis. In the first
place, we have already remarked on the collocational link between a
predicative adjective and a subject. This suggests a constructional
relationship — between, for example, equal and all animals — which our
diagram does not show. In the subject complement construction
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which we discussed in Chapter 1 (It tastes nice, He sounded a fool), there
are restrictions relating the subject complement and the verb: for
example, it would be unusual to say His mother is turning old or The milk
grew sour (compared with His mother is growing old and The milk turned
sour). But no such restrictions involve the copula BE. If a subject s can
collocate with an adjective a — can collocate, that is, in any sentence
with verbs such as TASTE, SOUND, TURN or GROW — then the collocation
s + copula + ais also natural. Nor are there any special restrictions
on the collocation of BE with a subject. So far as this form of evidence is
concerned, we have no grounds, in All animals are equal, for establishing
the dependency of either equal or all animals on are.

In the second place, an adjective can have semantic properties akin
to valency. With OLD or SOUR the subject can be singular: Boxer is old,
This cream s sour. But with EQUAL such a sentence would be very hard
to interpret: Any animal is equal — but to who or to what? Only when the
subject is at least notionally plural ( The cabinet are all equal), or when
two or more subjects are coordinated ( You and I are equal), or with a to-
phrase following (A4 metre is roughly equal to a yard ), will the construction
be complete. Likewise for SIMILAR or EQUIVALENT: This book s similar
can be understood only under ellipsis (‘similar to whatever we were
talking about’). In this respect an adjective such as EQUAL is like a
verb such as MEET. That too allows a plural or coordinate subject ( The
pigs will meet, The politburo will meet, Squealer and Napoleon will meet), or a
singular subject with an object (Squealer will meet Napoleon); but for just
one individual it does not make sense (Squealer will meet). An adjective
such as OLD or LAZY can be compared to a strict intransitive such as
VANISH. Just as the latter excludes an object, so there is no normal
sentence Squealer was lazy to us, Boxer was old at Napoleon, or the like.

On this evidence it is the adjective and not the verb that serves as
the controlling element in the construction. In terms of our schema,
the predication is like this:

[all animals] are equal

with the predicative element in the role of predicator. A to-phrase
would represent another complement (A4 metre is equivalent to a yard,
with predicator equivalent). In commandments 1 and 2 the predicative
element was a noun phrase: {Whatever goes upon two legs is) an enemy;
{Whatever goes upon four legs, or has wings, is) a friend. We would
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accordingly treat the whole construction as dependent on the head
nouns enemy and friend. In Napoleon is our leader the analogous relation-
ship would be as follows:

Napoleon is [our leader]

— where, just as No animal shall sleep has as its predicator the verb or
verb phrase ('shall) sleep, so in this sentence the predicative role, or role
of predicator, is played by the noun or noun phrase (our) leader.

The form of BE is then a marker. In scholastic and later grammars,
up to at least the end of the eighteenth century, a verb is often treated
as the combination of a participle and the copula: thus Latin currit
represents est currens, English runs would represent is (in a state of )
running. It is within this tradition, ultimately Aristotelian, that the
term ‘copula’ has its origin. But instead of assimilating verbs to the
pattern of an adjective or a noun, we may regard the copula as a
means by which a predicator which is lexically non-verbal, and
grammatically uninflected for tense and other verbal categories, is
assimilated to a construction in which a verb is an essential element.
In It is raiming, the pronoun was seen as a marker by which a
subject—predicate structure is imposed on a construction without
complements. In A/l animals are equal, the copula BE is a marker by
which an obligatory structure of verb plus complement:

Verb Complement
are equal

(QUIRK et al.’s ‘intensive complementation’) is imposed on a monova-
lent predicator:

Predicator
equal

which does not itself supply a verbal element.

This analysis might also be extended to sentences in which the verb
‘to be’ is construed with a Locative expression: John was in the garden,
Napoleon is outside, and so on. At first sight there are restrictions linking
the verb to the adverb or preposition. For example, one can say john
walked onto the lawn, with a verb of motion WALK, but not Fohn is onto the
lawn, unless ONTO assumes a different sense (as in John is onto the clue).
This would suggest that BE, like WALK, supplies a predicator which
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can take a locative complement. But there is another way of reading
the evidence, by which, in fohn was in the garden, in would represent a
further class of predicator to which ONTO, or ONTO in its ordinary
sense, does not belong. The essence of the construction might be
shown like this:

Jegp e gt

— where, since IN is non-verbal, the marker BE is again needed.

NOTES AND REFERENCES
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Distinction drawn by tradition; by various modern scholars. Complements vs.
peripheral elements; predicative syntagms.

Complements and peripheral elements: Criteria: of participancy; from collocational
restrictions; of obligatoriness; of latency; of exclusion. Indeterminacy of con-
structions and types (indirect object, directionals, locatives). Marginal
codification.

Adjuncts: Conflicts of notional and other criteria (durationals, adverbs of
manner). Adjuncts distinct from both peripheral elements and complements;
indeterminacy of adjuncts vs. peripheral elements.

The traditional predicate consists of the predicator, in the sense of
Chapter 5, with or without various other elements. Of these some are
governed by the predicator: for example, in I saw him yesterday the verb
saw governs the pronoun Aim. Such elements are typically nouns or
noun phrases, or other units which are treated as their equivalent. For
example, in / said that I was coming the verb governs a clause that I was
coming which, for that reason, is often called a Noun Clause. Other
elements are not governed, but modify either the verb or the whole.
Thus in [ saw him yesterday the verb and object are together modified
by yesterday. Such elements are typically adverbs or adverbial units.
For example, in I saw him while I was in London the place of yesterday is
taken by the clause while I was in London, which for that reason is called
an Adverbial Clause. The constituency structure could be shown as
follows:

saw him yesterday
said [that I was coming] | | [while I was in London]

where Aim or the noun clause form a syntagm with saw or said, and
yesterday or the while-clause are higher constituents.

A distinction of this sort is drawn by most scholars, but with striking
differences in substance and i in_terminology. According to TESNIERE,
the object Aim would be an* actant which refers to an ‘acteur’, or
participating entity, in the process of seeing. It is the ‘actants’ that
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make up the valency of a verb; so, in I gave_you the book yesterday, the
‘actants’ are [ as subject, (the) book as direct object, and you as
indirect object, which are the dependents required by the trivalent
GIVE. In Tesniére’s account, the notion is limited to these three
functions. An adverb or adverbial is not an ‘actant’ but a ‘circonst-
ant’, referring to the setting or ‘circonstances’ in which a process or
act takes place. So, in I gave you the book yesterday, the adverb is a
‘circonstant’ which indicates the temporal setting for the act of giving.

According to QUIRK et al., whose usage was referred to briefly in the
last chapter, both objects belong to the ‘complementation’ of the
verb. An adverb like yesterday does not; instead it represents one type
of ‘adjunct’, another being that of, for example, clearly in I saw him
clearly. But the scope of complementation is wider than Tesniére’s
‘actants’. For example, I put the meat on the table would be said to have
an adverbial complement on the table; the complementation of put, or
the valency of the lexeme PUT, includes both an object and a locative.
Similarly, I went to London would have a locative complement o
London. These types are prominent in QUIRK et al.’s preliminary list
(pp- 343f.), though a detailed survey of “Types of Complementation’
(pp. 819ff.) does not devote separate sections to them.

In a view once held by CHOMSKY (A4spects, Ch. 2), a distinction
should be made between a ‘predicate-phrase’, which would include
the whole of saw him yesterday, and a smaller constituent called the
‘verb phrase’, which would consist of saw and him alone. The category
of him is again an element in valency restrictions; in Chomsky’s terms,
the relationship to such a constituent is part of the ‘strict subcategori-
sation’ of the verb (ibid., pp. 95f.). But according to his rule (p. 102),
the verb phrase also includes ‘direction’ elements (such as to London in
I went to London or I brought it to London); also some ‘place’ elements
(such as in London in He remained in London); also expressions of ‘dura-
tion’ and ‘“frequency’ (for three hours in It lasted for three hours, three times
in He won three times). All these belong to a category labelled
‘prepositional-phrase’; this might also cover indirect objects, which
Chomsky does not mention. The verb phrase also includes ‘manner’
adverbs, such as clearly in I saw him clearly.

Another formulation is that of Longacre, who distinguishes the
‘nucleus’ of a clause, such as I saw him in I saw him yesterday, from its
‘periphery’; in I saw him clearly yesterday, the latter would include both

yesterday and clearly. Another is basic to the theory of ‘relational
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grammar’, one of the more recent offshoots of transformationalism.
In it a verb takes up to three ‘terms’: subject, direct object, indirect
object. Other elements are non-terms, or are ‘oblique’. In both these
accounts the division echoes that of Tesniére. But in more recent work
on valency or dependency theory the range of ‘actants’ or ‘actant’-
like elements is greatly extended, on a principle similar to that
adopted by Chomsky.

It is hard to beat a clear path out of this tangle. Let us begin,
however, with a broad distinction between the complements con-
trolled by the predicator, in the sense already introduced in Chapter
5, and other elements which we will describe as peripheral. The
predicator and its complements form a predication or predicative
syntagm; so, in [ saw him yesterday we have a predicative syntagm

[I saw him]
A VA 4

exemplifying a predicative construction in which the predicatoris
related to an object — forming perhaps a unit like the traditional
predicate:

[I [saw him]]

— as well as a subject. A peripheral element depends on the predi-
cation as a whole:

I saw him yesterday

just as, in Obviously he did it, the sentence-modifying adverb obviously
was related to the whole of ke did it (1ast section of Chapter 4).

If we start from this model our main problem is to determine the
limits of predicative constructions, especially with respect to locatives
and other elements on which the authorities we have cited disagree.
But we will find at the end that a simple binary typology, of comple-
ments and non-complements, will cover only part of the facts.

COMPLEMENTS AND PERIPHERAL
ELEMENTS

Our authorities agree in placing a direct object, such as kim in [ saw
him yesterday, in a different category from at least some temporal
expressions, such as yesterday. There are five criteria by which this
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might be justified, all of which spring naturally from what we have
already said, here or in previous chapters.

(1) The first is notional and arises from Tesniére’s discussion of
‘actants’. In Tesniére’s account, the predicative syntagm (or ‘noeud
verbal’) expresses a kind of performance (‘tout un petit drame’)
which, like any other, may be characterised by its setting and the
behaviour of the performers (TESNIERE, p. 102). The direct object
readily refers to a performer: thus Bull kissed his wife, with performers
Bill and his wife, or David slew Goliath. Therefore it is an ‘actant’ or, we
will say in English, a participant. An adverbial of time does not refer
to a performer; instead it sets a performance in context. Therefore it is
a ‘circonstant’ or circumstantial element. The criterion, then, is
that participants are complements and circumstantial elements are
not.

This does not mean that direct objects always refer to performers.
In He loves music or He hates solitude it would be fanciful to see a drama in
which music or solitude engage in a performance with the relevant
‘he’. But the syntactic role of music or solitude is the same as that of
Goliath in David slew Goliath or his wife in Bill kissed his wife; there is no
evidence, of the sort which we discussed in Chapter 1, which would
warrant separating their constructions. Therefore they too are com-
plements, by virtue not of their own semantic role but of the typical
role, or simply a potential role, of the syntactic element. If taken in
this way, a notional criterion is of considerable importance. For
syntax has its basis in a codification of semantic relationships. We do
not expect each category of meaning to be treated distinctly; therefore
many elements, such as the direct object, are notionally heteroge-
neous. But when we do establish distinctions we expect them to make
notional sense. For a major division between types of element, as
between complements and non-complements, we expect it even
more.

(2) The second criterion is based on collocational restrictions.
With GIVE, for example, it is more usual to talk of ‘giving protection’
than of ‘giving defence’, or of ‘giving help’ than of ‘giving’ (as
compared, say, to ‘expecting’) ‘rescue’. These and other restrictions
(such as those on TOAST and MEAT, GRILL and BREAD and so on, which
we cited in Chapter 1) establish a direct constructional link between
the object and the predicator. But no collocational restrictions affect
adverbials of the class of yesterday. We can find absurdities of sense,
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naturally: for example, it is difficult to think of contexts in which one
might reasonably say I will see him yesterday. But they can be predicted
from the general meaning of the lexemes and the morphosyntactic
properties associated with them — thus, in this instance, from the past
time reference of YESTERDAY and the future reference either of WILL or
of the periphrastic will see. Restrictions such as that on GIVE or RESCUE,
or on BAKE and CHESTNUT (Chapter 1), do not follow from the
meanings which these lexemes have in other combinations.

(3) Thirdly, there are sentences in which a direct object cannot be
dropped. Thus one can say Bzll got the prize but not simply Bill got, I am
seeing him tomorrow but not simply I am seeing tomorrow, and so on. So too
for clauses in the object position: for example, one can say [ suggested
that he should come, but not simply I suggested. With these lexemes, or
these senses of these lexemes, the object noun or noun clause realises
an obligatory element. The criterion, then, is that a complement
must be obligatory with at least some predicators.

QUIRK et al. cite similar examples as the only evidence for com-
plementation (p. 344). But dropping can be a hard test to control. We
must bear in mind the different senses of lexemes: thus SEE has
different senses in [ can see you this afternoon (‘I can meet you’ or ‘I can
give you an appointment’) and in the intransitive / can see. We must
also bear in mind the possibility of ellipsis. With WATCH the direct
object can again be dropped: Are you watching football tonight? or Are you
watching tonight? Nevertheless the element remains latent — compare
again ] was watching and I was reading (Chapter 2). We might therefore
define two senses of ‘obligatory’. In the stronger sense it means
‘obligatory even in incomplete sentences’; in those terms the direct
object is an obligatory element with GET (or with the sense of GET in
Bill got the prize), but an optional element with WATCH. In the weaker
sense it means ‘obligatory only in complete sentences’; in these terms
the direct object is obligatory with both GET and WATCH, but optional
with the basic sense of READ. Just as the second use of ‘obligatory’ is
weaker than the first, so the first use of ‘optional’ is weaker than the
second. At least some types of time adverbial, such as that of yesterday
or of the clause while I was in London, are optional with all predicators,
weakly at least. Thus alongside I can’t see you this afternoon there is also
the sentence [ can’t see you, alongside Did you watch it while you were in
London? there is the simple Did you watch it?, and so forth.

(4) The fourth point is that a direct object can indeed be latent.
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Thus, to take some fresh examples, one may also say I didn’t finish ({sc.
the job, {sc. the book I was reading, . ..), I didn’t know (sc. the solution),
{sc. that they were coming), . ..), They noticed at once ({sc. that our car was
new), {sc. where the door was),...), and so on. Such sentences are
incomplete; what we are calling a complement is the sort of element
that will complete them.

The status of time adverbials is slightly problematic. In many cases
they are optional in the strong sense; thus if we take a sentence such as

Do your children play chess on Sundays?
and drop the adverbial on Sundays:
Do your children play chess?

we obtain another sentence in which no element is lacking. If a
speaker asks this out of the blue, the person he is addressing does not
wonder what particular time is meant. Suppose, however, that he is
greeted like this:

Good morning! I’'m afraid I was very drunk

The speaker means that he was drunk on some occasion known to his
hearer, say at a party they were at the previous evening. If one did not
grasp this one might well ask for an explanation (‘Sorry, when?’). In
Tesnierean terms, the performance referred to cannot be identified
unless the circumstantial element is understood. This form of incom-
pleteness varies with the tense and aspect of the verb: compare 7 bought
some books, in the past, with Pve bought some books, in the present perfect.
But by the tests assumed in Chapter 2, an adverbial such as yesterday or
last night, in I bought some books yesterday or P'm afraid I was very drunk last
night, would also meet our criterion.

But there are two vital qualifications. In the case of objects the
effect varies with the lexeme of the predicator (GET, WATCH, READ, and
so on). But it is constant for all types of clause — thus in a clause with
while (He fell asleep while he was watching), in a relative clause ([ asked one
man who didn’t know), and so forth. This confirms the syntactic link
between a complement and its controlling element. In the case of time
adverbials the effect is constant for all lexemes, but holds only for some
types of clause. In a relative or temporal clause it disappears: compare
1 asked a man who was very drunk, or He waited while I bought some books.
Thus no necessary link is demonstrated.
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(5) Finally, instead of dropping elements, we can make tests of
addition or insertion. Thus we can add a time adverbial to I was
watching: I was waiching on Sunday. Or we could add an object (I was
watching television), which could also be inserted before on Sunday: I was
watching television on Sunday. But objects cannot be added to every
objectless sentence. Examples with VANISH were mentioned in the
preceding chapter (The men vanished but not The men vanished their
clothes, The men vanished too much whisky, and so on). Likewise one can
say The men were striking, in the sense that they were on strike, but not
The men were striking the factory, or The men were striking their employers,
unless the verb changes its meaning. With VANISH and that sense of
STRIKE the direct object is an excluded element, just as with GET, for
example, it was obligatory. The criterion, then, is that a complement
must be excluded by at least one class of predicators.

A time adverbial is never excluded. Thus we could add oz Sunday to
a sentence where the verb is zero-valent (It rains on Sunday), or
trivalent (No animal shall give aid to humans on Sunday), or followed by a
clause (I shall know what has happened on Sunday, I shall know on Sunday
what has happened), and so on, free of any restriction but the need to
make sense. This too classes the element as peripheral.

The results obtained by the last four criteria may be seen as
confirmation of a distinction that is initially drawn on notional
grounds, between the specific relationship of participants and the lack
of it in non-participants. When all five coincide, there are no prob-
lems. The difficulties arise partly in cases where the notional category
is intermediate, partly because the other criteria clash, and partly
because a third type of relation (that of adverbs of manner and the
like) must also be distinguished. But bound up with these there is the
fundamental problem ofidentifying constructional elements. A direct
object is not obligatory in every sentence (criterion 3); nor does it
always refer to a performer (criterion 1); nor is every direct object
subject to specific collocational restrictions (criterion 2); nor does
every transitive verb allow it to be latent (criterion 4). In each case a
subset of the forms which represent an element (those complements
which do refer to a performer, those which do show collocational
restrictions, . ..) are criterial for the element in general. But this
assumes that ‘the element in general’ can be identified. Are we always
certain that form a has the same construction as form 4? The answer is
no, as we remarked for instrumental phrases (end of Chapter 1). This
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also raises problems for the criterion of exclusion (criterion 5). On the
one hand, we could argue that COME excludes an instrumental, as He
came with a stick means something else. Therefore the instrumental is a
distinct syntactic element (the issue of Chapter 1) and, by this crite-
rion at least, a complement. On the other hand, we could argue that
with a stick represents the same syntactic element in both He came with a
stick and He hit me with a stick. A phrase of that class could always be
added; therefore its role is peripheral.

In English grammar, problems of this sort arise with locatives
especially. It will be recalled that these are just the elements on which
our authorities most clearly differ. But the indirect object is already
slightly less straightforward. Notionally it is a participant: in They sold
Jfood to the enemy or They sold the enemy some food, the enemy are per-
formers entering into the transaction of selling. It is also excluded by
some predicators: thus one would not say They are seeing the candidates to
us or They are seeing us the candidates, He wore a new suit to me oxr He wore me
a new suit. It can also be latent. I gave away £ 10 means simply that I
gave it away — to who or what is immaterial. But / gave £ 10 means
that I gave it to someone or to something understood: {sc. to the Red
Crossy, sc. to the Staff Christmas Fund ), and so on. Nor could a man say
out of the blue:

Good morning! I have decided to bequeath my house

If he expects one to comment, he would have to explain what bene-
ficiary he has in mind.

On the same evidence, an indirect object can be either optional (as
with the phrasal GIVE AWAY) or obligatory in at least the weaker sense
(as with BEQUEATH or the simple GIVE). But there are no verbs with
which it is obligatory in the strong sense; at least if there are, I have
failed to find them. Itis equally hard to find collocational restrictions.
For GIVE we cited restrictions on the direct object (of HELP or
PROTECTION rather than DEFENCE or RESCUE); but are there similar
restrictions on who, for example, one may talk of giving help to? Of
course, there are collocations which might not immediately make
sense: I gave protection to anxiety or He bequeathed his house to Thursday. But
we need no specific lexical statement to explain why. In this and other
respects the indirect object stands in a looser relationship. With a
transitive verb X we often find a specialised sense, meaning ‘to x »’ in
particular. Thus He drinks too much will typically mean that he drinks

128



Complements and peripheral elements

too much alcohol, Thou shalt not kill is taken to mean that one must not
kill other human beings, They are busy decorating means that they are
decorating the inside of their house, and so on. But I do not know of a
basically ditransitive verb which can also be construed, without even
alatent indirect object, in a specialised sense of ‘to x . . . to y’. It is also
common for direct objects to be incorporated in compound verbs
(such as (TO) FOX-HUNT or (TO) FUND-RAISE). With indirect objects
this is at best rare: a possible (TO) SELF-ADDRESS (compare the
established adjective in a self-addressed envelope) is the nearest analogue
that has been suggested to me.

This shows us no more, perhaps, than that an indirect object is
‘indirect’. Notionally it remains an object, and this status is supported
by criteria at least of latency (criterion 4) and of exclusion (criterion
5). But the element shows resemblances to others that are more
circumstantial. The construction of I gave it to Jill or I gave Jill a present
is usually distinguished from that of, say, I made it for Jill or Imade Jill a
present; where (to) Fill is an object, (for) Fill has a role that is called
Benefactive. In traditional terms, the act of giving passes across to Jill
as well as to ‘it’ or the present, while that of making passes across to
the latter only. In Tesniere’s metaphor, Jill would be an actor in one
performance, butisin the wings for the other. Now on every account a
benefactive is peripheral. It is never strongly obligatory; there is no
scope for collocational restrictions; it would be hard to demonstrate a
case of latency. Nor are there predicators which exclude this or
similar phrases: compare I would vanish completely for JILL, For jill all
animals are equal (meaning ‘For Jill’s sake ...’), and so on. But let us
imagine that the constructions are not distinguished. By the criterion
of latency both elements would be complements, on the strength of
examples like 7 gave £ 10. But by the criterion of exclusion both would
be peripheral.

Nor is the distinction quite so easily established. The indirect object
has two realisations in English: with # in a position following a direct
object ( They sold food to the enemy), or without 0 in a position preceding
it ( They sold the enemy food ). The second structure is often taken as a test
for the element, as opposed to other fo-phrases. Another test is based
on the second passive: thus one may also say The enemy were sold food
(with the same collocation of SELL, FOOD and ENEMY), fill was given a
present, and so on. But with benefactives the results are confused. With
MOW or SWEEP a second passive would be wrong: I mowed the lawn for my

129



6. Objects and adverbs

sister but not My sister was mown (or was mowed) the lawn, I have swept the
carpet for you but not You have now been swept the carpet. A structure
without for would at best be awkward: 1 have mowed you the lawn, I swept
my suster the whole of her front garden. With MAKE the latter is quite
normal (I am making her a footstool); but She is being made a footstool would
usually be understood differently. With SAVE one could readily say
both I saved Jill some petrol and Jill was saved some petrol. In this respect,
{1 saved some petrol’) for Fillis more like an indirect object than {Imowed
the lawn) for Fill; also than the fo-phrase in, say, They donated £ 10 to the
Red Cross, since it would be less usual to say They donated the Red Cross
Lro.

It can also be difficult to find the boundary with Chomsky’s
‘direction’ element. I gave some books to jJill is not unlike I sent some books
to Fill; that too will meet both tests (I sent fill some books, Fill was sent
some books). In meaning SEND is similar to DESPATCH: thus [ despatched
some books to my sister. But is it so natural to say My sister was despatched
some books, or I despatched my sister some books? In such cases it is often
hard to trust one’s judgment: for example, would one say I carried Jill
the shopping (meaning that I took it over to her)? Perhaps so; but it
seems less likely than, for instance, I brought Fill the shopping. Each of
these verbs takes other phrases which refer to places: I sent the books to
New York (where Isent New York the books could refer only to an office or
institution in it); I despatched them to his new address; 1 brought their mother to
his house. Does I despatched some books to Fill belong with these or with /
gave some books to Jill? If the former then what of| say, I presented some
books to Full? For that too the tests are doubtful (I presented Jill some
books, Fill was presented some books). This does not mean that the
elements should not be distinguished. But the indirect object tends to
merge with others that are not participants; as Tesniére observes, it
shares something of the air of a ‘circonstant’ (TESNIERE, p. 127).

With locatives and directionals the problems are more serious. On
the one hand, they are often purely circumstantial: in I bought some
books in London, the locative in London merely supplies a setting for the
transaction. The phrase could be added to any sentence where it
makes sense: thus Al animals are equal in London, It is raining in London, I
gave it to my sister in London (‘when she was in London’), and so on. By
the same token neither the predicator and iz, nor the predicator and
London, would be subject to collocational restrictions. In such ex-
amples the locative is optional (I bought some books) — and strongly
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optional, at least in some types of clause (compare again He waited
while I bought some books). All this suggests that the predicative syntagm
should be limited to the first three elements:

[ bought [some books] in London

with in London peripheral.

On the other hand, there are directionals which are not circum-
stantial. In I threw a stone at some pigeons the action passes across to both
the stone and the pigeons; they are being thrown at, just as it is being
thrown. Other locatives are intermediate: in He dumped his coat on the
table, the locative refers neither to an actor nor to the scenery in which
the dumping is done. In Tesniére’s metaphor, both coat and
table are props for the dumper. Such phrases can also be obligatory:
thus 7 stuck it in the fridge but not I stuck it, except with another sense of
STICK. Likewise a directional with an intransitive: I got to New York last
Saturday, but not simply I got on Saturday or I got. In the sense of
‘arriving’ GET requires an adverb or adverbial of place, just as, in
another sense, it requires a direct object (I got a present on Saturday) or,
in yet another, both (Pl get it to New York quite easily). In similar cases
the adverbial can be latent. Thus one might send the message: Il be
arriving on Saturday. But the hearer must know where it is that I will be
arriving; only with a special and unusual sense (I will ‘arrive’ or make
my name in the world) would it be syntactically complete. A locative
might perhaps be latent with PUT: I told you to put the BOOKS {sc. on the
table, in the dustbin, . . .>, not my overcoat.

We must also revise our findings with respect to collocational
restrictions. With PLACE, for instance, it is easy to use IN or ON ({J
placed it) in my study or on my desk), but INTO or ONTO would be
decidedly less usual (compare I placed it carefully onto the exact spot with I
lowered it carefully onto the exact spot). With SET they would be even more
so: {1 set ity on my desk, not onto my desk. For verbs such as PUT or STICK
the tendency is less strong: Stick it in the fridge is possibly more natural
(also Put it on the fire), but Stick it into the fridge is not strikingly odd.
With some, such as CHUCK or DUMP, there seems no preference either
way: one can say {I chucked it) in or into {the fire) and similarly </
dumped ity on or onto {the table). But finally there are others, such as
CART or SHOVEL, for which the tendency is clearly the opposite. One
would say {He carted ity onto not on {the table), unless, of course, one
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means that the table was somehow used for carting (compare He carted
it on his bicycle); likewise { They shovelled it) into not in {his sitting room),
unless the phrase is once more purely circumstantial, with the room
forming the surroundings rather than the receptacle.

Similar restrictions were invoked in Chapter 1, for the adverbial
interpretation of Leave the meat in the kitchen. Together with the evi-
dence of latency and obligatoriness, they suggest analyses such as the
following:

I stuck it [in the fridge]
L AN

where the adverbial, like the object, is an element in the predicative
construction. A similar pattern is suggested by restrictions on ARRIVE
(1 arrived in London not I arrived into London), on the corresponding use of
GET (He got to New York not, in this sense, He got at New York), and so
forth. If we took these on their own, the structure would again be like
this:

1 arrived [in London]
\ 4

with the complements including both the subject and the adverbial.
But this is the same phrase, in London, that, in I bought some books in
London, was said to be peripheral. Which form of analysis is right? Or
are they both right?

The basic question is whether we are dealing with a single construc-
tion, or with two or more distinct functions. If one, the element is
peripheral by the criterion of exclusion (criterion 5), but a comple-
ment by those of obligatoriness and latency (criteria § and 4) and by
virtue of collocational restrictions (criterion 2); for, again, we must
merely show that there are cases where the evidence is positive, not
thatitis always so. But by distinguishing two elements the conflict can
be made to vanish. Verbs such as THROW or ARRIVE would take a
locative complement; this would sometimes be non-circumstantial (/
threw a stone at some pigeons), and by the next three tests goes clearly with
the participants. We would also limit it to certain predicators: to
forms of STICK but not of BUY, of ARRIVE but not of DIE, and so on.
With all other predicators the phrase would be peripheral: It is raining
in London, They painted off campus, We had dinner out of town. It would then
be peripheral by all criteria; for if any test were positive we would not
assign it to that function.
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If the distinction is accepted we can easily find both in the same
sentence. An example such as

I keep it in the fridge in London

has one interpretation with in London modifying fridge (‘the fridge
which is in London’). But there is also an adverbial interpretation
(‘... in the fridge when I am in London’) which would suggest a
structure like this:

WWn the fridge] in London

where the first locative is a complement but the second, as shown by
the arc above the line, is peripheral. We might also adduce ambi-
guities. He carried his umbrella home could describe a journey with the
purpose of transferring the umbrella; home, then, is the place to
which he took it. For that interpretation we might argue that the
structure should be

he carried [his umbrella] home
x S~

with home again part of the predication. (Compare He brought his
umbrella home or He led his daughter home.) But the sentence could also
mean that, on his way home, he carried an umbrella. So, we might
argue for another structure in which the locative is peripheral:

he carried [his umbrella] home
w>__“

— compare, for example, He wore his overcoat home.

But we would then have serious problems in deciding how partic-
ular cases should be analysed. In the fourth of the commandments
which we discussed in Chapter 5:

No animal shall sleep in a bed
the locative can once more be dropped:
No animal shall sleep

— the shorter sentence being equally complete. Therefore the phrase
might be peripheral: compare I am never happy in a bed or I always get
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insomnia in a bed. But let us consider the meaning of shall sleep. To ‘sleep
in a bed’ could mean to get some sleep; the bed is merely the scenery in
which this takes place. That is a natural interpretation if the verb is
stressed:

No animal shall SLEEP in a bed
— or, with 4is in place of a:
No animal shall sLEEP in his bed

But it could also mean that the bed is used as a prop for spending the
night in. If the nucleus is on bed:

No animal shall sleep in a BED

we might argue that SLEEP has a different sense, with which the
locative is obligatory. Unlike the bare intransitive (No animal shall
sleep), the commandment might still be broken, or there would be
grounds for arguing whether it had or had not been broken, if the
animal had never actually slept. Then perhaps there is a second
structure with a locative complement: compare, for example, He lives
in a bed? Or is that perhaps the only structure? It is hard to say how
much weight this nuance should carry.

Similar uncertainties arise for phrases with a directional meaning.
In I got as far as Crewe we would establish a complement, as in our
earlier example I got to New York. In I slept as far as Crewe the same
phrase would be peripheral: compare They sang hymns as far as Crewe, I
read the newspaper as far as Crewe, No animal shall drink alcohol as far as
Crewe, and so on. Then which construction have we in, for example, /
cycled as far as Crewe? From one angle this is like the circumstantial
interpretation of He carried his umbrella home: on the way to Crewe what
I did was cycle. But from another angle its interpretation is goal-like:
it was as far as Crewe that my cycling took me. The activity described
is the same, and a mere change of focus tips our judgment one way or
the other. Likewise for I flew to New York, compared with [ got to New
York and I wore my overcoat to New York. With FROM we would establish
a complement in, for example, He was expelled from Eton: the bare He
was expelled requires a ‘somewhere’ ( from Eton, from the Soviet Union) to
be understood. But the phrase can also be peripheral: I am writing this
letter from Eton, He will read it to you from Eton, The noise could be heard from
E'ton, and so on. Then what of, say, I posted the letter from Eton? Does this
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mean that Eton formed the surroundings ‘from which’ it was posted,
or was Eton one term in the letter’s movement ‘from’ there ‘to’
somewhere else? With no supporting test we have no way of drawing
the notional line.

This does not mean that the distinction should be repudiated. For
it at least has the advantage of bringing our criteria into agreement.
But the status of a locative or directional complement, both in its
merging with the indirect object (1 threw it at the pigeons versus I gave it to
the pigeons) and in the further problems which we have just en-
countered, is an especially awkward case of marginal codification. In
an example such as the following:

(a) I told it to my brother

my brother refers to a person and not a place; for that and other reasons
we assume that fo my brother is a complement. We also assume that a
has a different grammar from, for example, &

(6) I carted it to Manchester

in that to Manchester is locative. Nevertheless we found intermediate
cases:

(¢) I despatched it to my brother

where the evidence is less decisive. If the locative in b is treated as a
complement, then its grammar isin turn distinct from that of example

d:
(d) I wore it to Manchester

where it would be peripheral. But again there are intermediate cases —
for example:

(e) I pedalled it to Manchester

— where the constructions would merge. Now if ¢ is intermediate
between a and &:

a—>c—b
and ¢ intermediate between b and 4:
b—>e—d

is b itself, with the putative complement, more than one point on a
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single gradation:
a—=c—oboe—d

between a participant and an element that is purely peripheral?

It is not surprising that grammarians should vacillate. If we dis-
tinguish b from d we are distinguishing roles alone; the words and
phrases which can fulfil them (kome, in bed, to Manchester, there, and so
on) are largely if not wholly the same. Since both can be realised in
the same position (after the verb in He lived in London or He disappeared
in London, after the direct object in He put it on the table or He had a heart
attack on the table, and so on), we are left with a mass of boundary cases,
subtle ambiguities, and gradience generally. If we do not make the
distinction we are left with an element which our criteria classify both
ways. In neither case can the problem of marginality be avoided.

ADJUNCTS

Of the adverbs or adverbials mentioned at the beginning of this
chapter, two more raise problems of theoretical interest. One is the
expression of duration in, for example, It lasted for three hours, and the
other the adverb of manner in, for example, I saw him clearly.
In the former case the problem is merely that such expressions can
be obligatory. Notionally they are circumstantial; at least it is clear
that they are not participants. It would be hard to find collocational
restrictions — for example, to find verbs whose forms go readily with
Jfor (for three hours) but not with throughout ({He waited ) throughout the
night), or with overnight but not with forever ({ They will stay) overnight,
{ They might remain) forever). Nor are there obvious cases of exclusion:
compare It snowed for three hours, All animals are equal throughout August,
They won every battle for a century, She fed them rice pudding the whole week,
and so on for whatever valency we choose. If particular combinations
seem less likely to be uttered (He will be murdered for three years or He
passed away through the night), a notional explanation will suffice. These
expressions also fail to meet the test of latency, especially if we require
(as for the non-durational on Sundays, yesterday, and so on) that it
should hold for every type of clause.
Yet with LAST, in particular, they do not seem to be truly optional.
If one can say The race lasted, it must mean that it lasted an unusually
long time — compare:
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It did LAST, didn’t it?

with the verb emphasised. Just as DRINK can have the special sense of
‘to drink alcohol’ or ‘to drink alcohol to excess’, so we might see this as
a special sense corresponding to what might otherwise be a verb plus
an adverbial. In that one respect, an expression of duration has a
‘completing’ function. Nor can we assume that in I continued for three
hours and It continued yesterday, or It snowed for three hours yesterday and It
snowed yesterday for three hours, there is a syntactic as well as a semantic
difference in the roles which the adverbials play. If the construction of
each pair is the same, we must also qualify our statement earlier in this
chapter, that an element such as yesterday or on Sundays is always
weakly optional.

With an adverb of manner the problems are more fundamental.

Notionally, it is neither a participant nor circumstantial. Thus in /
saw him clearly or He made it badly, the word clearly or badly refers neither
to an entity involved in the seeing or making (performer, prop or the
like) nor to the scenery or framework, either of space or of time, in
which it happens. To ‘see clearly’ isinstead a degree or form of seeing,
and to ‘make badly’ a form or quality of making. The semantic
relation is similar to that of a noun and a modifying adjective: thus in
a clear view or a bad book, the adjective clear refers to the nature or
quality of the view, and bad to the quality or character of the book. We
may also point to specific parallels between, for example, He solved the
problem correctly, with the verb SOLVE and the adverb CORRECTLY, and
a correct solution to the problem, with the derived noun SOLUTION and the
simple adjective CORRECT, or a beautiful lecture and She lectured beauti-
Sully, with zero-derivation of the verb from the noun. In all these
examples, the notional role can be described as one of qualification.
Thus in She lectured beautifully the adverb adds a qualifier, as opposed
to a participant or ‘circonstant’, to the simple She lectured.

In testing collocations one’s judgment is often sorely tried. But it
seems more natural to say, for example, He wore his clothes neatly than
He wore his clothes scrupulously, She dresses loudly than She makes up loudly,
They build shoddily than, say, They cook shoddily, or I used to drink heavily
than I used to fornicate heavily. An adverb of this sort can also be
obligatory. For example, one can say This book reads well but not
simply Ths book reads; likewise They treated him badly but not They treated
him, unless TREAT has a different sense (to treat him for an illness, or
treat him to a drink or a meal). For BEHAVE there is a special sense of
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‘to behave properly’: compare The children behaved with The children
behaved badly. In these respects, an adverb of manner can share the
characteristics of a direct object: for the example with READ compare
the object in Bill got the prize, for the senses of TREAT compare those of
SEE (I can see you this afternoon and I can see), and for BEHAVE compare
once more the special sense of DRINK.

But, unlike the object, it is never a latent element. Suppose, for
instance, that I remark how well this book is printed; you could not
flatter me by saying ‘And it READS too’, or ‘It is WRITTEN too’,
expecting me to understand well from my own utterance. Instead you
would have to say ‘It is well written too’, or ‘And it reads so too’. As
for these, so for any other collocation in which such an adverb
appears. There is no verb X, such that a sentence of the form I X-ed, 1
X-ed 1t, It X-ed, and so on, could be intelligible only if the ellipsis of an
adverb of manner (I X-ed Y-ly, I X-ed it Z, and so on) could be supplied
from the context of utterance. In terms which we used earlier, the
element is always either strongly optional or strongly obligatory — not
in between.

Nor is it certain that their syntactic element is ever excluded.
According to CHOMSKY (Aspects, pp. 103f.), there is a set of verbs
which do not take them ‘freely’. This is a set of transitives which also
excludes the passive (see Chapter 1 above): thus MARRY (in the sense
of She married him), WEIGH (in the sense of It weighed a hundredweight), or
FIT (in the sense of The suit fits me). Therefore he establishes a feature of
valency — in his terms, of ‘strict subcategorisation’ — referring to a
‘manner’ element. Now with FIT we have a special sense, as with
BEHAVE: an adverb is excluded only because the sense which a par-
ticular adverb might have (to ‘fit well’ or ‘fit perfectly’) is already
covered by that of the verb. Otherwise one can say This suit fits
beautifully, It fits me very badly, and so on. With MARRY there are
collocational restrictions: thus She married him well, with MARRY tran-
sitive, is less likely than the intransitive She married well or, for example,
She married him quietly or She married him secretly. But the element as such
is not excluded — unless, in these last examples, the adverb is thought
to have a different syntactic function. With the use of WEIGH in our
example an expression of manner is semantically incongruous; it is
hard to see how something could weigh a hundredweight in either a
good way or a bad way, or by a competent or an incompetent
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method, and so on. But other qualifiers are possible. For example, one
could say It weighed a hundredweight easily (or It easily weighed a hundred-
weight). One could also say of a weight-lifter that his grossness is not
accidental: He weighs that much deliberately. Is the construction of de-
liberately and weighs, or even of easily and weighs, any different from that
of secretly to married, badly to fits, well to reads, and so on?

Distinctions among adverbs are notoriously difficult to draw. Delib-
erately and well are in different semantic classes: one refers to the
motives of the ‘do-er’, and the other to the character of his ‘doing’.
Likewise willingly, in She married willingly, is in an opposite class to
expensively, in She married expensively. But what of secretly in She married
him secretly? This refers to the character of her marriage, but also to her
own secrecy (like her ‘deliberateness’ in She married him deliberately).
Nor is badly so straightforward: in He makes them badly it is hard to
distinguish the badness of his making from his own ‘badness’ at doing
it. (Compare, for example, He did it incompetently.) In the example with
WEIGH the meaning of easily may seem, at first sight, to belong with
that of almost, scarcely or precisely: it qualifies the measurement itself
(‘easily a hundredweight’, not ‘barely a hundredweight’, and so on).
Or doesit? Perhapsit refers instead to the uncertainty of the speaker’s
judgment: the thing was ‘plainly over the hundredweight’ (compare
1t definitely weighed . . . or It seemingly weighed . . .). But easily can also have
a ‘manner-like’ use: thus She cooked it quite easily, meaning thatit was an
easy operation. For Ske easily won we might imagine three alternative
analyses — one like She nearly won, another like Ske obviously won, and a
third like She won with difficulty. That is scarcely a basis on which to
draw constructional distinctions. But only if we did draw them would
the criterion of exclusion give a positive result.

The discussion of these criteria will be resumed in the chapter
which follows, where we will get similar results for adjectival
qualifiers. But from the evidence of collocational restrictions (crite-
rion 2) it seems clear that the adverb stands in a direct relation to the
predicator; this is also attested by the cases in which it is obligatory
(criterion 3). The structure of dependencies is therefore like, for
example, this:

I saw him clearly

NS
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rather than like this:

X
szawm clearly

— on the pattern of peripheral adverbials. But on the evidence of
latency (criterion 4), it is not a ‘completing’ relationship; no sentence
is syntactically incomplete, in the sense of Chapter 2, and could be
made complete by adding an adverb of this type. In that respect the
element is unlike the complements which we examined earlier: com-
pare again such sentences as Will you be watching?, I gave £ 10 or He
arrives tomorrow. They also differ, in degree at least, by the criterion of
exclusion (criterion 5). Finally, the element is neither a participant
nor circumstantial (criterion 1). That too suggests that it is neither
truly peripheral, which was also suggested by criteria 2 and 3, nor a
true complement.

There is one explanation for these findings: namely, that we are
dealing with a different type of element, standing in a different type of
relation to the predicator. The typology will therefore have the form

non-peripheral
l
I j
(1) (2) (3)

complements non-complements peripheral

Figure 11

displayed in Figure 11, so that in, for example, I saw him clearly
_yesterday:

3

I saw him clearly yesterday
MG A 4

2

there is a major division between the peripheral element yesterday
(labelled as type 3 in the dependency diagram) and all the elements
controlled directly by saw. We then make a subsidiary distinction

140



Notes and references

between clearly (1abelled as type 2) and both the complements (type
1). Itis for an element standing in a relationship of type 2, with direct
dependency within a predicative construction, that we may reserve
the term ‘adjunct’ which appears at the head of this section.
Likewise, in He weighs sixteen stone deliberately, the subjective adverb
deliberately is an adjunct, though arguably of a different syntactic class,
controlled by weighs.

Now just as there were problems on the boundary between peri-
pheral elements and complements, so we may expect some indeter-
minacy between peripheral elements and adjuncts. The status of a
putative durational element, which would be obligatory in The race
lasted for three hours, might be seen as corresponding, on the axis of type
g versus type 2, to that of a locative or specifically directional comple-
ment, on the axis of type g versus type 1. We can show this by the form
of diagram in Figure 12, where our three types represent the end-

le———>2

N/

3
Figure 12

pointsin a triangular space, formed by the hierarchy shown in Figure
11. In terms of Figure 12, a durational adjunct would be schemati-
cally at point 4, while a directional complement (as in He went to New
York) would be at point a. An instrumental element, as mooted in He
walked with a stick, would be one of the other adverbs and adverbials
whose status might be seen as lying towards the centre of this space.

NOTES AND REFERENCES

‘Govern’ was introduced in Chapter 4, as one traditional term implying
dependency. But it is used in stricter and in wider senses. In the narrowest,
different lexemes govern an element in different forms: for example, some
verbs govern a direct object in case a and others in case . That is how we will
use the term in Chapter 11. In a broader sense, element x has a form
governed by element y in general: for example, all verbs govern objectsin the
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SAME case. Thus for SWEET, 1, §94, English verbs govern an object pronoun in
the ‘objective’ (compare quotations in OED, s.v., §11; also BLOOMFIELD,
p- 192; LYONS, Semantics, 2, p. 436). But the governed element is ‘selected by’
the governor; hence normal usage is restricted to complements, in a sense to
be generalised in Chapter 7. Only in dependency theory (Chapter 4) are all
dependents said to be ‘governed’.

For ‘nucleus’ and ‘periphery’ see LONGACRE, p. 18 ef passim; also PIKE,
p- 468, for clause nucleus vs. ‘margin’ or ‘satellite’ elements. Compare
Lyons, Semantics, 2, pp. 430ff. on nucleus and ‘adjuncts’. It will be clear that I
do not endorse Pike’s wholesale generalisation of ‘nucleus’ to other syntactic
and non-syntactic relations (especially in PIKE & PIKE, pp. 26ff.). For
relational grammar see D. E. Johnson, ‘On relational constraints on gram-
mars’, in CoLE & SADOCK (ed.), pp. 151—78; brief and clear account by
RADFORD, pp. 18ff. More substantial works have been promised — that of D.
M. Perlmutter & P. M. Postal, Relational Grammar, since at least 1974. A
specific proposal connected with it is that of E. L. Keenan & B. Comrie,
‘Noun phrase accessibility and universal grammar’, Lin, 8 (1977), pp- 63—99
(also ‘Data on the noun phrase accessibility hierarchy’, Lg, 55 (1979), pp-
333—51). For the range of complements in recent applications of valency
theory see especially ENGEL, pp. 158-83 (list, p. 180).

Chomsky’s distinction of predicate and verb phrase is abandoned in later
work: hence it is not in BAcH (rules ‘adapted from’ CHOMSKY, Aspects on
p. 106) or other textbooks of the 70s. But see JACKENDOFF, X Syntax, pp. 571f.

For the basic sense of ‘complement’ see SWEET, 1, §248: “Transitive verbs . ..
require a noun-word or noun-equivalent in the direct object relation to serve
as complement to them, that is, complete their meaning’. But its use is
variously confused:

(1) In French grammars (and Romance generally) a complement is ANY
element that follows the predicator, even, and sometimes especially, those
that are optional: thus, in Hier, il y avait féte au village, the expressions of time
and place ‘ne font que compléter [I’] énoncé [l y avait féte], et c’est ce qu’on
constate quand on dit, traditionellement, qu’ils sont des compléments’
(MARTINET, Elements, §4.24). This passage is cited by the OED (new supple-
ment), but is not representative of English usage. For a general definition of
French ‘complément’ see DUBOIS et al., s.v.; for its origin consult CHEVALIER,
a valuable source for much in the history of our field.

(2) In English grammars it applies especially to ‘subject(ive)’ and
‘object(ive)’ complements (happy or the treasurer in He became happy|the treasurer,
They made him happy|the treasurer). The logic is that of, for example, J. C.
Nesfield, English Grammar, Past and Present (London: Macmillan, 1898), pp.
6—7, for whom the verbs are basically intransitive and transitive; however,
they are ‘of incomplete predication’, in that they require the complement, or
the complement as well as an object, for the sentence to stand. Nesfield and
others limit the term to this sense: thus QUIRK et al., for whom complement
and object are different types of element in ‘complementation’ (pp. 342—4).
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Some do not class objects as distinct: thus for HILL a complement is any
‘noun or noun construction which is not the subject and which has its normal
position immediately after the verb’ (preliminary definition, p. 292; ex-
tended to adjectives, pp. 299ff.). Hill sees only a difference of meaning
between ‘object complements’ (= objects) and ‘non-object complements’
(pp- 293—9)- Others maintain a syntactic distinction, but as a subdivision of
complements more generally: thus HALLIDAY, ‘Categories’ (for the elements
S, P, C and A). But note that the subject is still separate, against my use in
Chapter 5.

(3) In most transformational work the term refers to complements de-
rived from an embedded sentence (notes to Chapter 8 below); a ‘subject
complement’ is in subject position (originally the complement OF A NOUN in
that position) and an ‘object complement’ in object position. For the leading
analysis see P. S. Rosenbaum, The Grammar of English Predicate Complement
Constructions (Cambridge, Mass.: MIT Press, 1967), presented briefly in
‘Phrase structure principles of English complex sentence formation’, 7L, 3
(1967), pp. 103—18. Textbook accounts in CULICOVER, Chs. g—10 (on ‘verb
complements’); HUDDLESTON, Ch. 8 especially (with the better term ‘com-
plement clause’). On this basis complementation is one type of embedding,
and a complementiser (following Rosenbaum, Ch. 3) a marker by which a
complement is introduced. But ‘complementiser’ has since been generalised
in clauses of ALL types (the ‘cOMP’ of, for example, CULICOVER, pp. 199f.,
233f.; CHOMSKY, Essays, p. 7 et passim). And in a later ‘notation’ for phrase
structure rules a ‘complement’ is any sequence that (in English) comes after
the head of a phrase (the ‘Comp’ of LIGHTFOOT, p. 50 and earlier references
in notes to Chapter 7 below). The history of such terms is a chastening lesson
in semantic change and indeterminacy.

For ‘participant’ and ‘circumstantial’ see M. A. K. Halliday, ‘Language
structure and language function’, in J. Lyons (ed.), New Horizons in Linguistics
(Harmondsworth: Penguin Books, 1970), pp. 140-65 (and earlier in
HaALLIDAY, ‘Transitivity and theme’, Part 1); recent discussion in LYONS,
Semantics, 2, pp. 497ff. Note that these are roles played by phrases, not by the
‘individuals, etc. referred to; also that ‘participant’ is current in another
sense, for the persons involved in an act of communication (LYONS,
Introduction, pp. 275f., Semantics, 2, p. 570). Tesniére’s reliance on these and
other notional categories is criticised by R. H. Robins, ‘Syntactic analysis’,
ArchL, 13 (1961), pp. 7889 (reprinted in E. P. Hamp, F. W. Householder &
R. Austerlitz (eds.), Readings in Linguistics II (Chicago: University of Chicago
Press, 1966), pp. 386—95). The simile of a drama is also in JESPERSEN,
Philosophy, p. 116 (for ‘nexus’ vs. ‘junction’); compare LONGACRE, p. 35
(where a clause ‘posits a situation in miniature’).

Criteria for complements are discussed in the German literature on val-
ency: see ENGEL, pp. 98—102; BRINKER, pp. 108-17; full survey in
KORHONEN, pp. 129—61 (see too his concludmg assessment, pp. 272—4). But
tests are often for contingent differences. Thus certain locatives may move
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more easily to initial position (English /n LONdon I DO drink, rather than To
LONdon I DID get). They may also be followed by nicht ‘not’ (Er erholt sich an der
Ostsee nicht, not Er legt das Buch auf den Schrank nicht) . But while this might show
a specific difference of construction, it is not, in itself, a criterion for periphe-
rality. (For the insertion of nicht see G. Helbig, “Theoretische und praktische
Aspekte eines Valenzmodells’, in HELBIG (ed.), pp. 31—49, examples 13—16.)
Other tests are special instances of general principles. Thus Helbig notes that
one can say Er wohnte in Dresden ‘He resided in Dresden’, but not Er wohnte, als
er in Dresden war ‘He resided when he was in Dresden’ (:b:d., example 4). But
as a formal criterion this is equivalent to dropping (compare Er woknte).
HERINGER remarks that the case or preposition of peripheral elements varies
independently of their function (p. 244); we can see this as a special con-
sequence of free insertability. It is essential to look beyond particular
applications.

Standard references for obligatoriness are in the notes to Chapter 7. Note
that for QUIRK et al. the READ of He is reading would be an intransitive derived
by lexical conversion (reasons in note [a] on pp. 344f.); it is instructive to
compare the practice of dictionaries, which commonly give separate transi-
tive and intransitive uses. Transformationalists used to assume a syntactic
process of object deletion (« He is reading something): first account in LEES,
p- 33; see also LYONSs, Introduction, pp. 360f. and balanced discussion by
HUDDLESTON, pp. 226—9. But a lexical solution is put forward by BRESNAN,
PP- 15—17, in terms identical to those of HERINGER, p. 153. Both Heringer
and Huddleston distinguish this case from the one in which a complement is
latent.

See D. J. Allerton, ‘Generating indirect objects in English’, 7L, 14 (1978),
pp- 21—33, for a careful study of that construction. On its realisation gener-
ally see Georgia M. Green, Semantics and Syntactic Regularity (Bloomington:
Indiana University Press, 1974), Ch. 3. Most readers, or at least British
readers, will find it instructive to compare her judgments with their own. I
have not found a detailed study relevant to our problem with locatives.

‘Adjunct’ is originally a general term for a subordinate element (SWEET, 1,
p. 16; compare OED, s.v., §8.5). For my usage compare QUIRK et al., Ch. 8,
where an adjunct is an adverbial element ‘integrated in clause structure’
(p. 421). But we differ as to the degree of integration. In their account an
adjunct is distinguished from a ‘disjunct’ and a ‘conjunct’, which are de-
scribed at one point as ‘peripheral IN clause structure’ (p. 421, my emphasis)
and at another as ‘not integrated within the clause’ (p. 269). In fact they are
typically sentence-modifying (see examples, pp. 5081f.); hence QUIRK et al.’s
‘adjuncts’ include many of the adverbials that in my analysis ARE ‘peripheral
in the clause’ (for example, their ‘time adjuncts’, pp. 482ff.). My usage is
likewise narrower than that of HALLIDAY (‘Categories’ and elsewhere) or of
Lyons, Introduction, pp. 345f. (and briefly in Semantics, 2, pp. 435f.). Note that
Jespersen’s use (JESPERSEN, MEG, 2, p. 2, and later writings) has now been
abandoned.
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The adverbs in European languages can be divided into many semantic
classes which (as I see it) are not clearly codified. The problem has bothered
grammarians since antiquity: for recent contributions see QUIRK et al.,
chapter cited (and their references, p. 532); JACKENDOFF, Semantic
Interpretation, Ch. 3; also the logicised study by Renate Bartsch,
Adverbialsemantik (Frankfurt: Athenidum, 1972), tr. F. Kiefer, The Grammar of
Adverbials (Amsterdam: North-Holland, 1975). Some semantic distinctions I
have not mentioned are discussed by R. H. Thomason & R. C. Stalnaker, ‘A
semantic theory of adverbs’, Lin, 4 (1973), pp. 195—220. See also D. J.
Allerton & A. Cruttenden, ‘English sentence adverbials: their syntax and
their intonation in British English’, Lingua, 27 (1974), pp. 1-29, ‘The
intonation of medial and final sentence adverbials in British English’, ArchL,
ns. 7 (1976), pp. 29—59, for the sentence-modifying types.
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Types of dependent; how are they distinguished?

Complementation and modification: Endocentricity. Objections: to classification
(subjects in Italian vs. English); to incoherence of test. Determiners; comple-
ments of prepositions. Modifiers: can be obligatory; not subject to exclusion; as
elements that cannot be latent. No positive test for modification. Apparent
complementarities (status of English auxiliaries). Indeterminacy in direction
and type of dependency (English noun-gf-noun constructions).

Phrases as headed constructions: Noun phrase vs. noun clause. Definition of head;
of phrasal construction; independent of type of dependency.

The last two chapters have dealt with dependencies within the unit
that English-speaking grammarians call the clause. But we have also
spoken of dependency within phrases. In the prepositional phrase in
the kitchen we represented kitchen as dependent on in, a relation often
described as one of government. Grammarians also talk of pre-
positions having objects (OED, s.v. ‘object’, §7), or having comple-
ments (QUIRK et al., p. 299), again in the same way that they talk of
verbal constructions. This implies a general relationship of com-
plementation, which includes the dependency both of nouns on
prepositions and of nouns and other complements (in the sense of
Chapters 5 and 6) on predicators. Another such relationship is modi-
fication. Thus an attributive adjective is described as modifying a
head noun (for example, sleek in the sleek thrushes); so too a pre-
positional phrase (for example, on the lawn in the thrushes on the lawn).
Grammarians also talk of adjectives being modified by adverbs. So, in
some very sleek thrushes:

[some [very sleek] thrushes]
Y S A

very modifies sleek within the syntagm very sleek, while (very) sleek in
turn modifies thrushes. This too implies a general relationship, which
includes both the relevant constructions.

But we cannot just appeal to the terminology of grammars. On
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what grounds are these relations distinguished, and what is it that
their individual instances have in common?

COMPLEMENTATION AND MODIFICATION

Many textbooks base their answer on a notion of ‘endocentricity’,
which was introduced by BLOOMFIELD (pp. 194f.) in the g0s. To
define this, they begin by asking if either term in a relation can be
dropped. Thus in very sleek we can drop very (some very sleek thrushes or
some sleek thrushes, The thrushes are very sleek or The thrushes are sleek)
without changing the function of sleek in the larger construction.
Another way of putting this is to say that very sleek can be replaced by
sleek: the adjective without its modifier belongs to the same class (in
the sense that it can appear in the same range of contexts) as its entire
syntagm. But in on the lawn we cannot generally delete either on or
(the) lawn: compare the thrushes on the lawn with the thrushes on and the
thrushes the lawn, or The thrushes are beautiful on the lawn with The thrushes
are beautiful on and The thrushes are beautiful the lawn. Another way of
putting this is to say that neither the preposition nor the noun phrase
belongs to the same class as the entire prepositional phrase. Similarly,
neither thrushes nor sang belongs to the same class as thrushes sang:
compare Thrushes sang at sunset with thrushes at sunset (which could only
be a noun phrase) or sang at sunset. But the unmodified (the) thrushes
does belong to the same class as the modified (the) thrushes on the lawn
or (the) sleek thrushes.

In the textbook accounts, a construction is endocentric if at least
one of its elements can be substituted for the whole. Alternatively, it is
endocentric if this is possible in at least the majority of contexts; the
part and the whole will then ‘approach syntactic equivalence’
(ROBINS, p. 234) or, in HOCKETT’s terms, their ‘ranges of privileges
of occurrence largely overlap’ (p. 184). An endocentric construction
is then ‘attributive’ (or ‘subordinative’) ifit has only one element that
can be substituted. Thus we have seen that sleek can be substituted for
very sleek. But we cannot also substitute very (some very thrushes or The
thrushes are very); nor drop the head of (the) thrushes on the lawn (The on
the lawn or On the lawn {are singing) ) as we can the modifier ( The thrushes
or Thrushes {are singing)). In an attributive relation the element which
can be dropped is an ‘attribute’ (or ‘subordinate’). So, very sleek and
(the) thrushes on the lawn have attributive constructions with the attri-
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butes very and on the lawn. The determiner in some thrushes or the thrushes
is also classed as an attribute; thus one can say The thrushes are singing
or Thrushes are singing, but not The are singing.

Any construction which is not endocentric is said to be exocentric.
In the thrushes on the lawn, it is an exocentric construction that relates on
and (the) lawn. Likewise, in a sentence such as No animal shall wear
clothes, an exocentric construction relates the verb (shall wear) and its
object. Both these are of a type that HOCKETT (pp. 191ff.) calls
‘directive’, in which one term is a ‘director’ (on or shall wear) and the
other its ‘axis’ (the lawn or clothes). Another exocentric construction
relates the subject and the traditional predicate: for example, thrushes
and sang at sunset or no animal and shall wear clothes. This is of a type that
Hockett calls ‘predicative’. The basis for these subdivisions is not
made clear. But in our terms all these constructions involve
complementation.

Bloomfield’s scheme has had such authority that there may still be
scholars who are reluctant to give it up. But its inadequacy has long
been apparent. Firstly, it is not clear that it draws the division in the
right place. One purpose in having a typology is that it enables us to
compare constructions in different languages (a point made by
HOCKETT, p. 183). For example, French les grives lisses is like English the
sleek thrushes in that both have attributive constructions, even though
the attribute is realised in a different position (French grives ‘thrushes’
followed by lisses ‘sleek’). But do we want to say that the subject—
predicate construction in, for example, Italian is of a different type
from its English counterpart? In john is coming, neither John nor is
coming can be substituted for the whole; hence the construction is
exocentric, of Hockett’s predicative subtype. But the Italian case is
different, as ROBINS (p. 235) points out. Beside the finite clause
Giovanni viene ‘John is coming’ there is the simpler finite clause Viene
‘He, she oritis coming.’ In place of Jo vengo ‘I am coming’ one can and
normally would say Vengo; likewise for any other subject that we can
think of. Therefore the Italian construction must be endocentric, and
cannot be predicative by Hockett’s criterion.

In the traditional view Viene is incomplete, with person and
number agreement (3rd singular viene, not 1st singular vengo and so
on) determined by a subject that is understood. Similarly, in a
sentence such as Sono nuove ‘“They are new’, the adjective nuove, which
is in the feminine plural, is said to match a subject with identical
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properties: {sc. Queste scarpe ‘these shoes’) sono nuove, {sc. Le case ‘the
houses’) sono nuove, and so on. This might be, and has been, disputed.
Butwe donot have to accept it to establish that the construction is not
like others in Bloomfield’s endocentric class. In Giovanni viene, the
subject is notionally a participant (Chapter 6 above), whereas an
attribute in a noun phrase (queste ‘these’ in queste scarpe ‘these shoes’,
nuove ‘new’ in scarpe nuove ‘new shoes’) is typically a qualifier. The
subject is also an element in valencies: though compatible with the
intransitive VENIRE ‘to come’, it is excluded, as in Latin, by verbs
which are zero-valent (Latin Pluit, Italian Piove ‘It is raining’). The
Italian and English constructions are not identical. But they are not
so dissimilar that they should be put in different major categories.
In such cases there is a logic in the way that Bloomfield’s criterion is
applied; we are questioning whether its results are sound. But for
many other constructions it is not clear how coherent findings can be
got. In All animals are equal we can substitute animals for all animals (thus
Animals are equal). On that evidence the phrase is endocentric, with
attributive all, like the thrushes, with attributive the. But one could not
say Amimal shall sleep, unless the noun is converted to a proper name (a
person called ‘Animal’, a pop group called ‘Animal’, and so on). On
that evidence no animal in No animal shall sleep, or every animal in Every
animal shall sleep, must be exocentric. The result is not peculiar to these
contexts. Over a range of functions plural nouns can regularly replace
a plural with a determiner: as object in I saw no elephants and I saw
elephants, after a preposition in With some horses you must be careful and
With horses you must be careful, and so on. But singular nouns cannot
regularly replace a singular with a determiner; by the textbook
criterion, a word such as animal or thrush is far from syntactically
equivalent to a phrase such as no animal or each thrush. Must the
determiners therefore stand in two quite different constructions?
On all other evidence, no animal and the thrush have the same
constructions as all animals and the thrushes; since the last two meet the
criterion, it is tempting to argue that all four are endocentric, even
though the first two fail it. But the relations called exocentric are no
less problematic. We have already seen that direct objects can be
dropped, as in Bill left the room and Bill left, Bill was reading the newspaper
and Bill was reading, or He was singing hymns and He was singing. In the
last chapter we argued that the object was a complement, for the
reason, among others, that it is sometimes obligatory. But we could
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now argue that it is an attribute, like 7o in no animal or the in the thrush,
for the reason that it is sometimes optional. For inside the house we can
substitute inside (the man inside the house or the man inside, T hey stayed inside
the house or They stayed inside); compare It fell underneath the table and It
fell underneath, He climbed up the tree and He climbed up, and so on for
several other prepositions. The textbooks would want to argue that
the prepositional phrase is exocentric, again on the grounds that we
cannot regularly drop nouns after into ( They walked into, the path into)
or, in our earlier example, on. Why is it right to argue like that, instead
of saying that the case of inside, up or underneath makes it attributive?

To get out of this mess we have to refer to all the criteria discussed in
earlier chapters, and not just that of obligatoriness. First we can deal
separately with the case of determiners, on the lines already suggested
in the final section of Chapter 3. In no animal, no belongs to a closed
class of Quantifiers: although there are more of these than there are
articles (no, each, all, every, some, several, and so on), we can again
establish a bounded system of oppositions. In that respect the
function is different from that of either a complement or a modifier,
both of which involve open classes.

The remaining constructions may then be tested by the criteria
introduced in the last chapter. In the prepositional construction, we
have found that the object or complement is sometimes strongly
obligatory: compare once more the thrushes on the lawn and the thrushes
on, or They walked into London and They walked into. It can also be latent.
Thusif I say They live outside I expect my hearer to understand outside
what (outside {sc. London), and so on). Its sense may also be in-
corporated in that of the preposition: just as They are drinking again can
mean that they are back on the booze, so, in They were living opposite,
OPPOSITE could have a special sense of ‘opposite where I or we were
living’. Likewise They stayed inside could mean either that they stayed
inside whatever is to be understood (inside {sc. the factory), inside <sc.
the city boundary), and so on) or simply that they stayed indoors, with
‘indoors’ as a special sense of INSIDE. The complement can also be
incorporated in a compound: compare adverbial compounds such as
UPSTAIRS or DOWNHILL with compound intransitives such as FUND-
RAISE.

Finally, it can be excluded. In I walked away, the last word is
traditionally an adverb: whereas a lexeme such as INTO can be used
only as a preposition (/ walked into London), and OUTSIDE or OPPOSITE
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either as prepositions or as adverbs ( They lived opposite the church or They
lived opposite) , AWAY, like DOWNHILL, belongs to a class that can be used
only as adverbs (1 walked away but not, for example, I walked away the
house). In this respect a prepositional ‘director’ such as nto is like a
verbal predicator such as perused (He perused the letter but not He
perused), while OUTSIDE or OPPOSITE are like WATCH or DRINK.
Similarly AWAY is like, for example, VANISH. Both are inherently
intransitive, in that, within the general structure of a predicate or a
directional expression, both exclude the relevant ‘object’.

Although its construction is not predicative, and its notional role
not that of a participant, the complement of a preposition is similar to
the direct object of a verb, with valencies determining when it is
obligatory, optional and excluded. Therefore it is a dependent stand-
ing in a similar relationship of complementation. But in sleek thrushes
or very sleek the relation is similar to that of an adjunct. Notionally the
modifiers are qualifiers: compare, for example, the roles of COMPLETE
and COMPLETELY in a complete answer or a completely satisfactory answer
with that of the adjunct in He answered us completely. There are also
collocational restrictions. For the adjectival modifier they are like
those which affected subject complements and subjects (Chapter 1).
For the adverb they are more tentative; but would one say, for
example, a very major art..! (compare a pretty major artist and a very minor
artist), or a slightly important painting (compare a fairly important painting
or a slightly awkward painting)? In this respect the modifiers are again
like adjuncts, as distinct from peripheral elements.

Our other criteria were those of obligatoriness, exclusion and
latency. In the last chapter we saw that adjuncts could be undrop-
pable (for example, in This book reads well or They treated him badly). So
can other qualifying elements. For instance, one can say That is a
separate matter, with matter modified by separate, or That is a matter of
importance, That is a matter I must attend to, and so on. But what could one
mean by That is a matter? The unmodified noun will always have a
different sense (as in a theory of matter), or may indeed be a different
lexeme (in What is the matter? ). Likewise one can say She is a typical case,
with modifier ¢ypical, but not just she is a case. (Compare the special
sense in, for example, She really 1S a CASE!) In a bizarrely constructed affair
the head affair is modified by the participle constructed, which is in turn
modified by the adverb bizarrely. But in context it is hard to drop
either: Her hat was a constructed affair or Her hat was an affair. Likewise
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one could say a badly made suit (compare the adjunct in His suit has been
made badly), but not a made suit (with a sense parallel to that of His suit
has been made). The same holds for the participial adjective WROUGHT
(a finely wrought argument, but hardly a wrought argument). In these cases
the Bloomfieldian account would once more be defective. Thus matter
cannot be substituted for separate matter or wrought for finely wrought, just
as, in the case of determiners, thrush could not be substituted for the
thrush.

Such examples are rare, and do not detract from the practical value
of the test, as a first check on a category that will initially be setup by a
notional analysis. But it is clearly not a sufficient criterion. For if a
complement is a ‘completing’ element, and a completing element is
simply one which can be an essential element in a syntagm, the
modifier in finely wrought or a separate matter is as much a complement as
the ‘axes’ in on the lawn or No animal shall wear clothes. There must be
other grounds for seeing modification as a different type.

One of these is that qualifiers do not seem to be excluded by
particular lexemes. Thus there is no noun in English, whose functions
in a larger construction are like those of thrushes in The sleck thrushes are
coming or I saw some sleek thrushes, to which no modifying adjective can
be added. Likewise there is no adjective in English, with wider
functions identical to those of sleek in The thrushes are very sleek and some
very sleek thrushes, to which we can add no modifying adverb. Hence
there is no need for special statements of valency. Whereas comple-
ments are often required and often excluded, and are therefore the
basis for lexical classifications such as transitive, intransitive, and so
on, a dictionary has no need to refer to modifiers, apart from the few
exceptions, such as WROUGHT or MATTER, with which they can be_
obligatory.

But the application of this criterion is always open to dispute.
Firstly, it is essential that the wider function should be controlled. In
the main_factor or his principal achievement we have a pair of adjectives, or
what all grammarians call adjectives, whose class is nevertheless
different from that of SLEEK, or IMPORTANT in an important factor or his
important achievement. Neither MAIN nor PRINCIPAL can have predica-
tive function: This factor is main, His achievement is principal. Nor do they
take modifying adverbs: a very main factor, or his equally principal achieve-
ment. Their class also has a closed membership. We can therefore
describe them as determiners, with a syntactic function distinguished
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from that of the adjectival modifiers and, in this respect, more like
that of the quantifiers (all, no, and so on) which we mentioned earlier.
But a grammarian might deny this, and equate their function with
that of adjectives in general. In that case a dictionary would have to
specify that they exclude adverbial modification, unlike the class of
IMPORTANT (a very important factor or an equally important achievement).

A second problem concerns the possible distinctions between
qualifying elements. In saying that there are no nouns which exclude
adjectival modification I have assumed that, for example, the lovely
Miss Bloggs has the same construction as a large spoon. But they could in
principle be distinguished. In a large spoon the adjective is semantically
Restrictive: thus in the command Bring me a large spoon it restricts the
range of spoons from which the speaker wants one to be brought. But
in the lovely Miss Bloggs the role of lovely is Non-Restrictive: in I met the
lovely Miss BLOGGS (with the intonation nucleus on Bloggs) the speaker
is not distinguishing her from another Miss Bloggs who is unlovely.
This difference is often mentioned by grammarians, and some might
wish to see it as constructional. If so, it might be argued that a proper
name excludes restrictive modifiers. Any apparent counter-example
(as in one interpretation of the LOVEly Miss Bloggs) would have a noun
converted to the common class.

Our best evidence, therefore, is that the qualifying elements are
never latent. If a speaker uses a definite noun phrase, such as the car or
my sister, it may of course be that the hearer knows it is a red car and
not a blue car, or his elder sister and not his younger sister. But there is
no noun X such that, in the X or my X, the hearer has got to supply some
modifier from the context (the {sc. Y) X, my {sc. Z) X). Nor can a
modifier be understood in an indefinite noun phrase. Thus if A asks
D1id she wear a red coat?, there is no X such that B could answer No, but she
did wear an X, expecting A to understand a {sc. red ) X. There is also no
X such that, if the speaker says an X car or the X man, the hearer can or
must understand an adverbial modifier (a {sc. Y-ly) X car, the {sc. z-
ly> X man). We get a similar result for adjuncts, which are initially set
up as the qualifiers of verbs. By this criterion all three types of qualifier
fall together, and are clearly distinguished from all types of ‘object’
element — direct, indirect, and of prepositions — and from locative and
other marginal complements.

In short, the distinction between ‘completing’ and ‘non-
completing’ elements is not, as the textbooks present it, between those

153



7. Phrases

that are strongly obligatory and those that are strongly optional, or
even between those that are sometimes and those that are never
obligatory, but between those which can and those which cannot
complete an elliptical construction. The non-completing elements
from open classes —adjuncts, modifying adjectives and others that are
typically qualifiers — form the type of construction which most nearly
corresponds to Bloomfield’s ‘attribution’, and which is here called
modification. But although this justifies the distinction, it is not as
simple an answer as the one we have rejected, or as many linguists
have apparently wanted. There are also various boundary problems,
which we will illustrate in the rest of this section.

One basic point is that we have no positive test for modification.
Suppose that ¢ and 4 form a phrase, in which a alone can be dropped.
Then a might be a modifier; but equally it could be a complement
(like London in outside London) or a determiner (like the in the thrush).
Suppose that, after checking all our examples, we have found no
element like a that cannot be dropped. Then we can be pretty sure
that a is a modifier, especially if it is notionally a qualifier. But we
assume that the class is open; therefore there might be other examples,
which we have not yet found, in which it is obligatory. Suppose that
we find examples where an element like 4 is latent. Then we have
positive evidence of complementation (as in outside {sc. London) or
underneath {sc. the table)). But suppose we have found none. Then a is
provisionally an attribute, especially ifit is again a qualifier. But our
sample might in principle be skewed, so that we might find cases if we
look at another. Suppose that we find clear examples where an
element like a is excluded by a word like 4. There too we have positive
evidence of complementation (as in the ungrammatical / went away the
house). But if we find none it may again be that we have not looked
hard enough. In practice, these decisions have to be taken partly on
notional and partly on statistical grounds.

A less obvious problem is that different relations often appear to be
complementary. In Al animals are equal it is possible to drop all: thus
Animals are equal. This is part of the evidence by which we classed it as a
determiner. But one could also say All are equal: this would be so
precisely when the scope of all could be understood (all {sc. animals),
all {sc. those who do what the pigs tell them), and so on). If we had no
further evidence, we might be tempted to treat animals as a comple-
ment of all, reversing both the direction and the type of dependency.
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One might also say Il take the blue, meaning perhaps a blue counter in
a game, or a blue shirt, and so forth. Instead of describing the
adjective as amodifier of a latent head, we might at first be tempted to
regard blue as a head with a latent complement, just as, in Will you be
walching?, the predicator was seen as controlling a latent object.

A similar temptation can, and indeed does, arise in the analysis of
the verb phrase. In Chapter 3 we argued that the auxiliaries depend
on the lexical verb; they are forms which ‘help to make up phrases’
(QUIRK et al., p. 65), but do not have a larger syntactic role. So, in We
must leave, the modal must would be a determiner, in this instance
droppable, of leave. But leave too can be dropped: thus We must ({sc.
leave), {sc. worship the Lord ), or whatever else is intended). An alter-
native analysis might therefore be like this:

we must leave
“_/\_A

with the lexical verb a complement of the auxiliary. In the command-
ment No animal shall wear clothes, we might propose a corresponding
structure

[no animal] [shall [wear clothes]}
Y X N AN A

where the complement of shall is a syntagm formed by the remainder
of the predicate. That too could be latent (No amimal shall {sc. wear
clothesy, and so on). There is a respectable tradition, going back at
least to the later nineteenth century, according to which the construc-
tion of a predicate like shall wear clothes is in one respect the same as
that of, for example, wants to wear clothes, with both shall and wants
governing an infinitive.

The objection is that all, blue or shall have no demonstrable relation-
ship to elements outside the construction. In phrases like all animals
the head noun enters into restrictions on the collocations of verbs and
subjects, verbs and direct objects, and so on. But as with the article
(Chapter 3), thereis no direct relation between a quantifier and such
wider elements. Thus if noun n goes with a predicative adjective a,
and quantifier ¢ in turn goes with noun #, all three go together in the
construction ¢ n s a or ¢ n are a, without further restrictions on ¢ and a.
Likewise for a phrase such as the blue bottle: in They decanted the blue, it is
the noun supplying the ellipsis (the blue {sc. bottle) or the blue {sc.
liguid > ) that is limited by the collocability of DECANT. There is no
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direct relation between the verb and the adjective. In the case of the
verb phrase there are a number of rules which differentiate between
auxiliaries such as SHALL and main verbs such as WANT: for example,
only the former can take negative n’t as an affix (They shan’t leave or
They mustn’t leave, but not They wantn’t to leave). This establishes a
construction within which there is again no evidence of a direct
relationship between the auxiliary and the subject. By contrast, there
is clear evidence relating the lexical verb and the subject.
We must leave will therefore have the structure

we [must leave]
\

with the relation of must and leave conforming to a schema in which
one element is ‘non-completing’ — either determiner or modifier:

(1) x y

\‘ Determination /

Modification
—instead of one in which the other element is a complement:

(

y

2) x
\ Complementation/

But there are other cases where the choice between these schemata is
not so clearly determined by our data. The phrase a lot of people is of
type I; LOT, in the expression lots of or a lot of, has no more than a
general numerative function. But how many others have the same
construction? A specific criterion is that of agreement: one says 4 lot of
people were there, with plural were matching the head noun people, not A
lot of people was there. But agreement in English is a notoriously variable
matter. Would one say, for example, A number of people was arriving? 1
am reluctant even to write it, which would confirm that a number (of)
is also a determiner or modifier. But my reluctance is not universally
shared. For a noun such as PINT the evidence is balanced: Three pints of
beer was spilled or were spilled, with plural pints and singular beer; A pint of
mussels were sold or was sold, with singular pint and plural mussels. Then
are beer and mussels the heads, with a construction of type 1, or are they
not?

In other collocations the agreement is more clearly with the first
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noun. For instance, one would not usually say Three glasses of milk was
sold or A bowl of apples were brought in. In all these phrases the second
element can again be latent: thus I drank three glasses would normally
mean that the speaker drank three glasses of something (three glasses
{sc. of beer), {sc. of milky, and so on). Therefore the construction
might appear to be of type 2, with (of) milk or (of) apples a comple-
ment of glasses or bowl. But the collocational evidence would again
assign it to type 1. In Three bottles of milk are sour the restrictions link sour
and mulk, not sour and bottles. In the incomplete Three bottles are sour, the
sourness is again that of the contents, not the bottles themselves;
compare the complete Three bottles are broken. In that respect the
example is just like They decanted the blue. The conflict is starker if we
substitute nouns such as SORT or KIND. In Three sorts of wine were served
the collocation is of wine and served, with sorts dependent. We might
compare the reversed phrase wine of three sorts, where wine also dictates
the agreement (Wine of three sorts was served). But one would not say
Three sorts of wine was served. If agreement were our only evidence, we
would say that in this order wine was the dependent.

Finally, there can be indeterminacy even when the direction of
dependency is certain. In the loss of Calais the relation of Calais to loss
resembles that of the finite { They) lost Calais; in meaning, (of) Calaisis
an objective genitive, like (of) chocolates in the eating of chocolates
(Chapter 1). Moreover it is a complement. If dropped the element is
at once latent: The loss surprised us would imply that the person spoken
to knows what has been lost. Nor can such dependents be added freely
in all combinations. Thus a phrase with LOSS can have both an
inflected and a periphrastic genitive (ks loss of blood, with subjective
his). But a noun like DISAPPEARANCE can take only one: his disappearance
or the disappearance of the blood, but nothing like, for example, Ais
disappearance of the blood. Within the noun phrase LOSs and
DISAPPEARANCE have different valencies, parallel to those of LOSE and
DISAPPEAR in predicative constructions.

In these phrases the head noun is what JESPERSEN called a Nexus
Substantive, ‘nexus’ being his term for what we have called the
predicative construction (Philosophy, Ch. 10). But in other cases an of-
phrase is more clearly a modifier. Thus a model of solid silver means the
same as a solid silver model; with a bare noun the latter form would be
more usual (a silver cup rather than a cup of silver), with longer phrases
the former. Notionally, of solid silver can be classed with qualifiers such
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as wooden in a wooden model, shiny in a shiny model, and so on. Our other
criteria do not disconfirm this. Testing for exclusion will again
depend on how many of-constructions are distinguished; for although
all nouns can take an of-phrase in some qualifying role (an idea of great
beauty, a loss of some importance), their sense forbids that they should all
take phrases telling what something is made of. Testing for latency
will prove negative. Though Bring me the X could in context refer to
‘the X made of Y’, there is no X such that this could not reasonably
be uttered unless of Y could be understood. We thus have evidence
for both types of relation. Whereas the loss of Calais fits the schema
which we represented as type 2, a model of silver illustrates a third
schema:

(3) x y
\Modg'ﬁcation/

differing only in the type of dependency.

But where is the boundary between types 2 and 3? For example, is
(of) Calais in a map of Calais the complement or the modifier of map?
One could say I bought a map yesterday, what it is a map of being
irrelevant; although that might be known to the hearer on occasion,
and the speaker might even be annoyed if he did not understand it,
the sentence could also be uttered out of the blue. This might suggest
that the relation is modifying. But it does not prove it, any more than
the completeness of  spent yesterday reading proves that in I spent yesterday
reading a thesis the object is a modifier of the predicator. The problem is
again one of identifying constructions. Is a map of Calais like the loss of
Calais — with MAP also a nexus substantive —or like, for example, a map
of painted silk, with MAP a concrete noun that can be qualified in
various ways?

The answer is that it is not entirely like either; we are in the middle
of a chain of partial resemblances. As one can say their loss of Calais so
one can say his map of Calais, meaning the map that he has made of'it.
But the latter phrase can also mean ‘the map of Calais belonging to
him’, just as his poster of Southend could refer to a poster he owns or a
poster he has designed, /s table to a table he owns or one he is going to
make, and so on. In that respect MAP and POSTER are like ordinary
nouns, such as TABLE, and unlike a pure nexus substantive. Then does
this concern the syntactic relationship of the genitive? The arguments
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against are, firstly, that many ordinary nouns are not compatible
with the nexus-like sense: for instance, one could not readily say his
wall of Calais (referring to a fresco of it in his sitting room) or a flower bed
of Southend. Secondly, it is hard to dissociate his map of Southend from the
construction of, for example, his description of Southend, where
DESCRIPTION is the verbal noun from DESCRIBE. In his postcard of
Southend we might say that postcard takes the syntactic relations of a
derived noun, even though there is no verb ‘to postcard’.

Then are there merely different degrees of nexus substantives, all of
them (LOSS or DESCRIPTION, MAP or POSTCARD) having the same
element in of as an obligatory or optional valent? 4 model of the universe,
for example, would then have a different construction from a model of
solid silver — again type 2 versus type 3. But this merely shifts the
problem into another part of the spectrum. Although one is unlikely
to say a wall of Calais, phrases such as a screen of angels are not unusual.
But does this mean a screen ‘representing angels’ or ‘consisting of
angels’? Perhaps we might be tempted to think both: it could be a
screen with angels painted on it, or one ‘formed by angels’ in a
figurative sense. But would we then say that the first sense has (of)
angels as a complement of screen? If so, it is not clear why a screen of Calais
should be so much more awkward than, for example, a picture of Calais.
Or is (of) angels a modifier in both senses? That seems to fit the case of
SCREEN versus PICTURE: whereas a picture must by its nature be of
something (a picture of Calais having (of) Calais as an overtly complet-
ing element), a screen is simply a screen. But is a screen of angels really
quite like, for example, a screen of bamboo? Is there also modification in,
say, a facade of Corinthian pilasters or, if so, in a ceiling of the Last Judgment,
a metope of Heracles and the Nemean Lion, and so on?

Such indeterminacy should not surprise us, given the nature of our
criteria and the variety and fluidity of the semantic connections. For
although we might distinguish two constructions, one of one type and
one of another, it is only in certain instances, where the direction of
dependency is clear and there are definite cases in which the de-
pendent is latent, that the type to which a particular form belongs
could be recognised without appeal to notional criteria. In marginal
instances all we can ask is whether form a is notionally more like form
b or form ¢. That is, of course, precisely the problem which we
encountered at a similar point in the last chapter, for forms like {(No
animal’y shall sleep in a bed, or { This letter) was posted from Eton.
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PHRASES AS HEADED CONSTRUCTIONS

The last section has dealt with relations in various sorts of phrase. But
what exactly is ‘a phrase’, and what characterises particular classes,
such as ‘noun phrase’, ‘prepositional phrase’, and so on?

Present usage is confused, and any definition would do violence to
some grammarian’s practice. But let us compare the complement
phrase in Leave the meat with the complement clause in, for example,
Promise you will come. Both have functions like those of a single noun:
compare money or satisfaction in Leave money, Promise satisfaction.
Therefore the first is called a ‘noun’ phrase and the latter is often
called a ‘noun’ clause (as at the beginning of Chapter 6). But there is
an important difference in their relationship to the predicator. In
Promase you will come the clause has within it a controller come:

you [will come]

but there are no collocational restrictions which relate this directly to
promise. Therefore promise controls the clause as a whole:

promise you will come
just as, in Promise you will come tomorrow:

promise you will come tomorrow

the whole predicative syntagm in turn controls the peripheral tomor-
row. Butin Leave the meat there is a direct relation between leave and the
controlling element in the noun phrase:

leave [the meat]

Similarly, in you will come there is a direct relation between you and
the controlling element in the verb phrase, and in Go into the garden the
controller in the prepositional phrase is directly related to go.

For many linguists a noun clause is also a noun phrase, simply
because it is a syntagm — the use of ‘phrase’ in, for example, ‘phrase
structure grammar’ — which fills a noun-like role. But it is useful to
restrict these terms, as many other writers do in practice, to a con-
struction in which one element can, in at least some cases, stand in a
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direct relation to some element in a larger unit. In the noun phrase
this is the head. The construction may accordingly be represented by
a schema like this:

’

[(Dependent, (Deperw‘&%)’))/lﬁqf] (X)

-

(the order is immaterial) where a single head has zero or more
dependents (determiners like ke in the meat, modifying phrases like on
the lawn in thrushes on the lawn, and so on) and may in turn be related, in
principle either as controller or dependent, to some further element
X. This last relation is not always instanced. A noun phrase can stand
alone, even without ellipsis: for example, in the title of a book. It can
also stand in apposition, as in I met that other girl, the blonde, where we
will establish no direct relation between blonde, as head of the blonde,
and the noun preceding. But the syntactic relation of blonde to the is
identical to that found in I met the blonde, where it is directly controlled
by met.

The same schema applies to a verb phrase like will come in_you will
come or must have been seeing in He must have been seeing her, where the head
verb seeing is related both to Ae and Aer:

he [must have been seeing] her
A 4

Let us therefore generalise the term ‘head’ to apply to any controlling
element which can fit this pattern. In very sleek we have a head sleek
which, in the very sleek thrushes or The thrushes are very sleek, is controlled
by or controls a noun. Likewise a Prepositional Phrase may be said to
have a head preposition. This does not always have a wider function:
for example, in may bear a direct relation to the predicator in / put it in
the library, but not as head of the peripheral element in / worked all after-
noon in the library. The prepositions in a time expression like on Friday or
in the summer may never have a demonstrable relation of that kind. But
their relation to Friday and summer is syntactically identical to that of
on or iz in locatives, which do.

A phrasal construction can then be defined as any construction
which has a head, and a phrase as any unit which exhibits such a
construction. An ‘A phrase’ (or ‘A-(i)al’ phrase) is specifically a
phrase the head of whose construction is an ‘A’. The meat is accord-
ingly a Noun Phrase, not simply because its functions can be filled by
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single nouns, but because its head meat belongs to that class. In most
grammarians’ usage, these definitions would include the case in
which the head is the only element. Thus children or Mary also satisfies
our schema, with n (the number of dependents) as zero. Therefore
they too are noun phrases, in [ can see children or Mary is coming (or,
appositionally, in I met that other girl, Mary).

Similarly, will come is a Verb Phrase by virtue of its head come. So too
is come in, for example, Deer come into their garden, again in most
grammarians’ usage. Very sleek is an Adjective (or Adjectival) Phrase
and very carefully, in They did the job very carefully or a very carefully written
letter, an Adverb (or Adverbial) Phrase, defined as such by its head
adverb carefully. Very carefully written is in turn a Participle (or
Participial) Phrase, as (of a different sort) is skidding badly in a car
skidding badly. In Flying planes is dangerous, the gerund flying is the head of
a Gerundial Phrase flying planes, provided that we can argue a re-
lationship between it and the predicative adjective. Finally, in the
library is defined as a prepositional phrase by its head preposition in.
Grammarians do not usually describe this as a head, but as a ‘direc-
tor’ (as in HOCKETT’s typology, cited earlier) or simply as governing
the noun phrase. Hence it is not clear what a ‘prepositional phrase’
has in common with, for example, a noun phrase. But the relevant
configuration of dependencies:

X) [in [the libra
() G lthe libgary]

N

~-

conforms precisely (leaving aside the order) to the schema which we
have given.

The notion of a head is therefore independent of the main types of
dependency within the phrase. In prepositional phrases the depen-
dent is a complement, as also in a noun phrase like loss of blood or an
adjectival phrase like similar to Mary, in Jill is similar to Mary or a girl
similar to Mary. In other phrases it is non-completing, as in a noun
phrase like sleek thrushes. Others include dependents of both types, asin
heavy losses of blood (modifier heavy and complement (of) blood) or
strikingly similar to Mary (modifier strikingly and complement (to0)
Mary). The types of relation are themselves independent of headed-
ness; in Write the letter carefully, a modifier carefully and a complement

(the) letter depend on an element that, at least in our analysis, is not a
head.
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But it may be useful to have special terms for certain special cases.
The term ‘adjunct’ was used for a modifier in a predicative syntagm
(such as carefully in Write the letter carefully). Bloomfield’s ‘attribute’
might be retained for any other modifier. Thus very is an attribute in
very sleek, very similar to Mary or very carefully. Likewise sleek is an
attributive adjective (as it is always called) in sleek thrushes, and on the
lawn again an attribute in thrushes on the lawn. ‘Director’ might also be
retained, for the special case in which a head can control only a
complement. Thus on in on the lawn would be a director, but not write
in Write the letter carefully. This type of head may not be exemplified in
every language. But in many it is, and for some of them the more
specific term ‘preposition’, which refers to the position of a director
before its complement, would not be appropriate.

NOTES AND REFERENCES

For endocentric and exocentric see both the leading account by BLOOMFIELD
(Ch. 12) and its elaboration by HOckeTT (Chs. 21—2). Other treatments are
by ROBINS, pp. 2341ff.; LYONS, Introduction, pp. 231ff., Semantics, 2, pp. 3911f.;
most recently ALLERTON, pp. 126ff. Broadly speaking, the later the writer the
more qualified his formulation.

Bloomfield treats coordination as another type of endocentricity (loc. cit.,
p- 195). His hierarchy is thus as below, with the attributive sleek thrushes
more like the coordinative fJack and Fill (see Chapter g below) than the
exocentric wore clothes. (For the diagram see, for example, ROBINS, p. 236.)

endocentric exocentric

coordinative attributive

But this makes sense only in terms of Bloomfield’s criterion. In general,
coordination is easily distinguished from both attribution and exocentricity.
The only indeterminacy is in distinguishing it from one case of apposition
(Chapter 10 below). But the distinction between attributive and exocentric
can be very difficult, as we have seen. Why so, if attributive vs. exocentricisa
major division and attributive vs. coordinative only subsidiary?

I have assumed a different hierarchy, which first divides coordination
from all types of dependency:
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[ |

coordination dependency

modification | complementation
determination

This has antecedents outside the Bloomfieldian tradition: see in particular
TESNIERE (for ‘connexion’ vs. jonction’); DE GROOT, Syntaxis, p. 59 (‘Elke
woordgroep is of nevenschikkend of onderschikkend’ — ‘Every syntagm is
either coordinative or subordinative’). But de Groot’s later classification
is more complex (and more traditional): see DE GROOT, ‘Classification’,
Pp. 113—57; compare too MARTINET, Elements, §84.31, 4.32, for coordination
and subordination as two types of ‘expansion’ of the predication. See the end
of Chapter 10 below for the eventual elaboration of my own scheme.

For the merging of prepositions and adverbs compare JESPERSEN, Philosophy,
pp- 88f.; Barbara M. H. Strang, Modern English Structure, 2nd edn (London:
Edward Arnold, 1968), p. 193 (especially for the parallel with transitive and
intransitive verbs); and JACKENDOFF, X Syntax, p. 79 (with earlier trans-
formationalist references). Jespersen also discusses restrictive and non-
restrictive modifiers (pp. 110ff.); further references in notes to Chapter 10
below, for relative clauses. For adjectives which cannot be predicative, and
subclasses of adjectives generally, see QUIRK et al., pp. 259ff.

For auxiliaries as governing verbs see OED, s.v. ‘complement’, §3.b (end
of quotation from Mason’s English Grammar). But the term ‘auxiliary’ was
already established (ibid., s.v., §B.3). For recent proposals see HUDDLESTON,
Ch. 14; also G. Pullum & Deirdre Wilson, ‘Autonomous syntax and the
analysis of auxiliaries’, Lg, 53 (1977), pp. 741—88 (with full references for
both sides of the argument). For special characteristics of the English auxi-
liaries see PALMER, pp. 18ff.; a useful debate is in Huddleston’s review article,
‘Some theoretical issues in the description of the English verb’, Lingua, 40
(1976), pp- 331-83, and Palmer’s reply, ‘Why auxiliaries are not main
verbs’, Lingua, 47 (1979), pp- 1—25. For a briefand (in my view) convincing
summary see Palmer’s Modality and the English Modals (London: Longman,
1979), pp- 178ff. For discussion of another language compare KORHONEN,
pp- 235ff. on German.

Sweet has an interesting discussion of ‘antilogical’ constructions (SWEET,
1, pp- 45ff.), covering both the auxiliaries and a number of . . ., a piece of .. .,
and the like. In skall have seen, the participle is the logical ‘nucleus’ (p. 47); but
the grammatical prominence is ‘shifted’ to the finite skall. In the majority of
Englishmen the nucleus is Englishmen; but the ‘logical relations of head-word
and adjunct-word’ are ‘reversed’, so that, in The majority of Englishmen are tall,
the word which is ‘least important logically’ (relative to Englishmen and tall)
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is ‘put first and made the subject of the sentence’ (p. 46). Compare most
Englishmen, where logical and grammatical prominence coincide. But in the
case of the auxiliaries, Sweet also says that ‘even from a purely grammatical
view’ the complement function of the participle or infinitive is ‘lost sight of”
(p- 115). For arecent and interesting discussion of this type of of~construction
compare A. Akmajian & Adrienne Lehrer, ‘NP-like quantifiers and the
problem of determining the head of an NP’, L4n, 2 (1976), pp. 395—413. In
their view phrases like a bottle of wine, or even a herd of elephants, are construc-
tionally ambiguous.

For a fuller discussion of nexus substantives see JESPERSEN, MEG, 5, Ch. 7;
also JESPERSEN, Syntax, Ch. 20 and pp. 159f. It is instructive to compare
Chomsky’s treatment (CHOMSKY, ‘Nominalization’).

My association of ‘phrase’ and ‘head’ is partly original. See, however, QUIRK
et al., pp. 43f., where verb phrases are one word or a ‘head verb’ plus
auxiliaries, noun phrases a noun or pronoun or ‘an indeterminately long
structure having a noun as head’, and adjectival or adverbial phrases are
defined as ‘having an adjective/adverb as their head’. A prepositional phrase
is a structure ‘consisting of a noun phrase dominated by a preposition’. But it
is not clear how ‘dominating’ relates to being a head, and neither these nor
‘phrase’ have general definitions. Moreover ‘noun phrase’ is defined dif-
ferently at the beginning of Ch. 4 (p. 127). See too P. L. Garvin, ‘A study of
inductive method in syntax’, Word, 18 (1962), pp. 107—20 for a ‘true phrase’
as a unit with a head noun or verb (p. 292 in HOUSEHOLDER (ed.), pp. 68f. in
GARVIN). But this refers to heads only in Bloomfield’s sense (below).

‘Head-word’ is used by SWEET (1, p. 16) of any word to which another is
subordinate: in Bring the big book, bring would be a head-word in relation to
the ‘adjunct-word’ book, as book in relation to big. For Bloomfield the only
subordination is in endocentric constructions; a head is therefore the ob-
ligatory element in an attributive relationship (BLOOMFIELD, p. 195). This is
followed in the textbooks cited earlier (HOCKETT, pp. 184, 188; ROBINS,
p- 236; LYONSs, Introduction, p. 233; also LYONS, Semantics, 2, p. 391) and by at
least one older generativist: R. P. Stockwell, Foundations of Syntactic Theory
(Englewood Cliffs: Prentice-Hall, 1977), pp. 9, 74. For others the term seems
merely alabel: thus HALLIDAY, ‘Categories’, p. 257; LONGACRE, p. 24 ¢t passim
(but not indexed). Others introduce it only in special collocations: for
example, ‘head noun of a relative clause’ in CULICOVER, p. 195. But in
dependency grammar it can again be generalised: see, for example, Jane J.
Robinson, ‘Case, category, and configuration’, L, 6 (1970), pp. 57—80,
es_peaally for the representation of prepositional phrases. Likewise under the

‘X-convention’ (Robinson’s paper and other references below).

A phrase is traditionally a combination of words that is not a clause: see
OED, s.v., §2.c (citation from 1865); Termznology, p- 14. Compare HALLIDAY,
‘Categones p- 253 (where phrase or ‘group’ is one of a hierarchy of ‘units’);
likewise LONGACRE, pp. 17, 74; PIKE, pp. 439ff.; more developed model, with
phrase as an expanded unit functionally similar to the word, in PIKE & PIKE,
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pp- 23f. See also LYONS’s brief discussion of hierarchical models (Introduction,
pp- 170f., 206ff.) and QUIRK et al. (as earlier). But for BLOOMFIELD a phrase is
any unit consisting of two or more words (‘a free form which consists entirely
of two or more lesser free forms’, p. 178); compare HOCKETT, p. 168 (with
minor modification, pp. 178f.); also HILL, pp. 115, 124ff., for an attempted
intonational definition. ‘Phrase’ is thus equivalent to my ‘syntagm’. Hence
clauses can also be phrases: compare BLOOMFIELD, p. 194 (on the
‘actor—action’ construction); also JESPERSEN, Philosophy, pp. 102ff. for sub-
ordinate clauses as word groups. Hence a noun clause can also be a noun
phrase. This use of ‘noun phrase‘ is general in transformational grammar
from the later 6os: see, for example, HUDDLESTON, pp. 93f., for NP — §
(alternative rule NP — (Det) N S, with deletion of all but S where ap-
propriate, p. 108).

A minor question is whether a phrase can consist of a head, or what would
otherwise be a head, alone. For QUIRK ¢t al. it can (though the passage cited
is not clear in the case of adjectival/adverbial phrases, p. 44). In this respect
they follow HALLIDAY, ‘Categories’; see again PIKE, p. 439 (with objections to
Bloomfield on thisissue, pp. 486f.). The opposite view was taken by DIK (tree
diagrams e.g. on p. 209) and is doubtless nearer to that of earlier scholars; see
criticism in my review, Lingua, 23 (1969), pp. 356f., 361f.

Standard phrase structure rules cannot show heads of phrases: partly be-
cause they do not show controlling relations (Chapter 4); also because NP or
VP is a primitive category not, as such, related, to N or V. On the second
point see LYONS, Introduction, p. 235. Nor can they show parallels between, for
instance, prepositional and verbal constructions. P and V are again primit-
ives, and their relation to NP merely that NP can or must follow.

Only in the 70s do we find an attempt to remedy these defects. For its
earliest version see CHOMSKY, ‘Nominalization’, where the problem was to
relate complements of verbs to those of nouns and adjectives. He proposes a
‘uniform notation’ (JACOBS & ROSENBAUM (ed.), p. 210) in which X and X
stand for successively larger phrases headed by an X. Thus a complete
NP = N, VP = V and adjective phrase = A, and we can write a single rule
applymg for all three values. Chomsky also suggested that N, V and A need
not be primitive, but ‘combination][s] of features of a deeper sort’ (ibid., p.
199); hence a rule could refer to features shared by any two. These proposals
are soon combined: thus JACKENDOFF, Semantic Interpretation, p. 60. For their
later elaboration see JACKENDOFF, X Syntax, especially Chs. 2 and 3; also, for
the ‘X-convention’, LIGHTFOOT, pp. 50ff. All major categories, including P
and PP, are now covered.

Detailed comment might be premature. But this plainly tries to represent,
by an analysis of categories, what I see as similarities and differences of
function. Jackendoff’s ‘head’ is a controller: note that sentences or clauses
are headed by V ( JACKENDOFF, X Syntax, p. 36), as in dependency grammars.
But he defines it not by its relations, but simply by its being an X within a
larger X (p. 30). N and A share certain features: traditionally they are both
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‘nouns’ (‘substantive nouns’ and ‘adjective nouns’), as Jackendoff notes,
unfortunately not quite correctly (p. 32). So do A and P, which ‘are often
thought of as “modifiers”’. But the relation of modification is not the same
sort of concept as the part of speech ‘noun’. V and P also share features; but
this is precisely because they can both be related directly to an ‘object’ or, in
my terms, complement (still p. 32).

Jackendoff’s treatment of the clause is criticised by N. Hornstein, ‘S and
X’ convention’, LAn, 3 (1977), pp- 137- 76. If S is excluded from the
convention a narrower sense of ‘phrase’ is again satisfactorily rcpresented
But see notes to Chapter 8 below for the attractions of including it.
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Clauses distinguished by predications; functions of clauses; simple and com-
plex units.

Clause and non-clause: Clauses as units which are transformationally related; as
units which are not phrases; minor cases of incompleteness. Full and reduced
clauses. Contraction: criterion of regularity (no contraction to locative
phrases). Gradation between clauses and phrases (English participles and
adjectives; gerunds; gradation between conjunction and preposition).

Fused constructions: Problems of constituency (catenatives and complex transit-
ives); explainable by fused predications. Fusion as marginal subordination;
fused constructions and marginal codification (English adjectives plus
infinitive).

A sentence like They rang me before I had finished breakfast contains two
predications. One is formed by they, rang and me and has the rest of the
sentence as a peripheral dependent:

[[they rang me] [before I had finished breakfast]]

That element in turn consists of a second predication I had finished
breakfast, controlled or introduced by a word traditionally classed as a
conjunction:

[before [I had finished breakfast]]

In normal modern usage, the term ‘clause’ is applied to both the
units whose constituency has been displayed. So, in the sentence as a
whole:

J[they rang me [before I had finished breakfast], ],

a smaller clause b is included within the larger clause a.
Clauses may stand in various types of relation. In

o[l said [it was a man [I knew j[when I wasin the army]y] ], 1,

b, ¢ and d are all dependent clauses. The last is peripheral to a
partial predicative syntagm I knew:
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I knew when I was in the army

_—

Itis thus a peripheral clause, as too is before I had finished breakfast in
our first example. Clause ¢ is a modifier in a noun phrase headed by
man:

a man Iknew when I was in the army

L
and is thus a modifying clause (or, more specifically, an attribu-
tive clause). Clause b is a second complement of the predicator saud:

I said it was a man I knew when I was in the army

\/v
and is accordingly a complement clause. The relationship of com-
plementation is established by the now familiar criteria of valency.
With some verbs the element is strongly obligatory (I mentioned they
were coming but not I mentioned). With othersit can be latent: They didn’t
say ({sc. my house was on fire), {sc. she was so beautiful ) and so on), or
They didn’t tell us. With others it is excluded: thus / read they were coming
but not 1 perused they were coming, I gather they have arrived but not I pick
they have arrived. Other complement clauses function as subjects: for
example, b in

ol pWhy he did it} still puzzles me],

as a valent of PUZZLE.

A clause may also stand in a relation other than dependency. In
Have you heard the news, that the Prime Minister is resigning?, the noun
clause that the Prime Minister is resigning is in apposition to the noun
phrase the news; apposition is a further type of syntactic relation,
which we will try to clarify in Chapter 10. In

a[ plhe had asked them], but [they wouldn’t help] ],

b and ¢ are clauses linked by coordination (see discussion in Chapter
9); likewise in

he said ,[ [he had asked them], but [they wouldn’t help], 1,

where an identical unit forms a complement of said. In principle,
clauses can play any role other than those of markers or determiners,
which are restricted to closed classes.
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A sentence or clause can now be described as complex ifit includes
at least one smaller clause. Thus all the units labelled a are complex;
so too, for example, is the attributive clause in a man I knew when I was
in the army, since it includes the smaller clause when I was in the army. A
sentence or clause which is not complex is simple: for example, /e had
asked them both as a sentence (He had asked them) and as a complement
in He said he had asked them. Finally, a clause is a main clause if it
forms a sentence or is one of two or more coordinated elements that
together do so. Otherwise it is a2 subordinate clause. Thus in

o[l said Lfit was a man [I knew] ], 1,

amain clause a includes the successive subordinate clauses b and ¢. In
such a structure, we will say that clause ¢ is subordinate to (or
immediately subordinate to) clause b, which is in turn sub-
ordinate to a. Conversely, a is superordinate (or immediately
superordinate) to 4, which isin turn superordinate to ¢. In He said he
had asked them but they wouldn’t help our analysis showed both clause &
and clause ¢ (he had asked them and they wouldn’t help) as subordinate to
the whole. With a different meaning the example could have another
structure:

e said [he had asked them]y ], but [they wouldn’t help],

where a and ¢ are main clauses and «a is superordinate to 5.

These are conventional topics, which are treated with greater or
less care in most grammar books. But although we have given ex-
amples of clauses, we have not yet said precisely what a clause is, or
given criteria by which one is to be recognised. How then should the
term be defined?

CLAUSE AND NON-CLAUSE

To answer this question, or rather to appreciate the difficulty of
answering it, we must begin by looking more closely at the ways in
which subordinate clauses resemble main clauses. In our original
example

althey rang me [before I had finished breakfast], ],

we remarked that 4, like g, includes a predication. But it is clear that
the predication does not have to be complete. In It was a man I knew the
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sense of KNOW is one that, in a main clause, would require a direct
object: compare [ already know him. But the subordinate clause &:

Jit was a man ([I knewly ],

consists just of the predicator and its subject. Our main problem,
therefore, is to determine what degrees or types of incompleteness, or,
more generally, of differences between subordinate and main con-
structions, a definition should allow.

A first and limiting condition is that subordinate clauses should
stand in a transformational relationship (Chapter 1) to main clauses.
In

[he announced [that he had no money], ],
or

o[ plthat he had no money], certainly surprised us],

the construction of 4 is regularly opposed to that of the main clause He
had no money. The only difference between them is that the former hasa
marking element that, which we will accordingly describe as a sub-
ordinator. Likewise in the German sentence

Jsie  sagt [dass er kein Geld hat] ],
‘she’ ‘says’  ‘that’ ‘he’ ‘no money’ ‘has’

b is transformationally related to the main clause

er hat kein Geld
‘he’ ‘has’ ‘no money’

The difference between their constructions lies simply in the subordi-
nator (dass) and in the ordering of elements (kein Geld hat, hat kein
Geld).

But there are other constructions for which such a relation does not
hold. For example, we found no regular opposition — no opposition
meeting the minimal standard of regularity in Chapter 1 —between a
main clause and such units as the shooting of the hunters. Therefore these
are not clauses. To be precise, they do not have a predicative con-
struction: although the relation of hunters to shooting may be in general
one of complementation (Chapter 7), it is not differentiated, from a
syntactic viewpoint, into the specific role of subject or object. If
predication is essential to a clause, the basic definition is not met.
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An alternative condition is that a clause should not be a phrase. In
The shooting of the hunters was criminal or Bill’s shooting was erratic, the
subjects have the same construction as, for example, the siege of Troy or
Bill’s arrival, which in turn have the same construction, apart perhaps
from the internal relation marked by of or ’s, as the back of the car or
Bill’s house. Shooting is thus the head of a noun phrase. But there is no
head in that he had no money or in German dass er kein Geld hat. For many
grammarians clause and phrase are mutually exclusive categories. If
a phrase is defined as a unit with a head, under the definition of ‘head’
suggested in the last chapter, a defining property of the clause might
be its non-headedness.

These conditions can have different consequences, as we will see.
But let us start by assuming that a subordinate clause should satisfy
both. For each predication, it is the maximal unit which does so. For
example, in

Jhe said [he would be visiting London on Wednesday}, 1,

the subordinate clause is again the whole of the unit labelled 4, not the
predicative syntagm alone:

jhe said [ [he would be visiting London}, on Wednesday] ],

or, if we accept the traditional division of subject and predicate, just
the latter:

o[he said [he ,[would be visiting London on Wednesday], 11,

since in each case there is a larger unit which is also in a transfor-
mational relation to the main clause He would be visiting London on
Wednesday. A clause may also be defined to include the subordinator,
if any. Thus the subordinate unit in He announced that he had no money is
again that he had no money, not just he had no money.

Given a definition on these lines, the simplest case of incomplete-
ness is that in which one of the elements corresponding to a main
clause does not form a syntagm with the rest. For example, the
relative clause in the man who I think you saw includes a complement
clause with the predicator saw. But the object of saw is the relative
pronoun who, which is also a marking element (by the analysis of
Chapter 3) in the larger clause. Therefore the subordinate unit
consists just of the predicator and its subject:
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[who I think | [you saw]; 1,

Likewise, in {the place) where I think it happened:
where I think it happened
N\ >4

where is peripheral to the predicative syntagm it happened (arc above
the line). But it too is an element in the larger clause which it marks;
therefore the complement clause is it happened alone (second arc below
the line). These analyses are justified by the regularity of the relation-
ship between relative and main clauses. Thus who I think [ you saw]is to,
for example, 1 think [ you saw him] (with the complete clause you saw him)
as who you saw is to You saw him; likewise where [I think it happened ]is to I
think [it happened in London] as the simple where it happened is to It happened
in London, and so on for other elements.

Another straightforward case of incompleteness is that of the rela-
tive clause in a man that I knew or, in the form given earlier, a man I knew.
That is traditionally a relative pronoun, like who in who I knew (or, for
speakers who still use it) whom in whom I knew). Therefore I knew differs
from that I knew merely in that the object pronoun, which could in
principle complete the predicative construction, is omitted. Alter-
natively, that is merely a marker, identical to the equally omissible
element in the complement clause that ke had no money. But the argu-
ment then applies at another remove. In a man (that) I knew the
construction is in every respect the same as that of a man who(m) I
knew, except for the absence of who(m), whose marking role that
optionally fills. Similarly, the construction of {the man) that came,
which on this view has no subject, is otherwise identical to that of (ke
man)y who came, that of {the village) (that) he lived in to that of {the
village) which he lived in or in which he lived, and so on.

In these examples, as in all the others given so far, a grammarian
will describe the subordinate unit as a full clause. But our definition
would allow for other, less venial forms of incompleteness. For ex-
ample, in

o1 hired a taxi [to get him to the airport], ],

bis not a phrase and is transformationally related to The tax: got him to
the airport, I will get him to the airport, and the like. But (t0) get has no
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subject; nor could one be added, unless the construction is further
changed ( for it to get him to the airport, or so that I could get him to the
airport). It is also non-finite, in that it lacks the inflections and de-
terminers characteristic of the verb phrase in complete clauses (past
tense got, perfect have got, and so on). Such units are described as
reduced clauses. To be precise, we might suggest that this term
should be used of any clause which is incomplete in either or both of
these senses: in that at least one potential element of a main clause, or

at least one of the potential categories of its predicator, is excluded.
Thus in

o[l hired a taxi [for him to get to the airport], ],

b is again reduced, by virtue of the infinitive (t0) get, even though the
elements associated with it are identical in their predicative function
to those of He got to the airport. If there were a dialect of English which
had no relative pronouns, the construction of I knew in a man I knew
might also be seen as reduced.

All this looks reasonably neat and perhaps, if formulated as a set of
definitions, it might stand. But once a category of reduced clause is
admitted, it becomes rather difficult to decide precisely when our
basic conditions are met. Nor is it clear which of them is essential.
Hence there is a gradation between clauses and other units which are
not clauses but are still, to a limited degree, predicative.

For illustration, let us start from a type of clause that is usually
described as elliptical or abbreviated. In

JlI wear it | [when cycling in the country}, I,

when has the same meaning as in [ wear it when I am cycling in the country,
where it introduces a full clause. It is therefore natural to postulate a
contraction:

JI wear it ([when {sc. I am} cycling in the country], ],

in which the subject and a form of BE can be latent. Likewise in J used to
rectte it [when on guard duty] (when {sc. I was)y, {sc. I used to be) on guard
duty), in [Once taken out) it will melt quite quickly (once {sc. it is), {sc. it has
been)) taken out), in He wrote it [while sober] (while {sc. he was) sober), and
so on. When, once and while would then be items that can only intro-
duce a full clause, either contracted or uncontracted.

But can contraction be limited to units where such items are
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present? In
I got wet [walking across the park]

we might again see a contracted peripheral clause; in this case the
conjunction would also be latent ({sc. when I was), {sc. while I was)
walking across the park). In

I opened a book [lying on the table]

we might see a contracted relative clause: {sc. which was) lying on the
table. Similar analyses might be extended to locative expressions:

you are quite safe [{sc. if you are) in a tank]
I opened the book [{sc. which was) on the table]

Then are these also complex sentences?

Clearly, an important question is whether the contractions are
regular. In the construction of when on guard duty or when at church the
range of prepositional phrases is the same as in when I was on guard duty,
when I was at church, and so on. For example, one cannot say I wore it
when to church any more than I wore it when I was to church. Therefore the
proposed contraction is feasible. But it is not so if when is removed.
Thus one can say wore it to church; similarly, I wear it onto the stage is not
a contraction of I wear it when I am onto the stage, nor I was travelling to
London via Birmingham of, say, I was travelling to London while I was via
Birmingham. In other examples the meanings would not correspond. /
put on my overcoat through the customs means that I put it on while I was
going through; I put on my overcoat when I was through the customs means
that I did so when I was already past them. Likewise I was travelling to
Anglesey along the coast does not match I was travelling to Anglesey when I
was along the coast, though the latter could be meaningful. In some of
these examples it might seem tempting to posit alternative contrac-
tions: for example, I put on my overcoat {sc. while I was going) through the
customs. But this merely confirms that there is no general rule.

It is the same for locative modifiers. Thus the path to the kitchen
cannot be expanded to the path which is to the kitchen and the road out of
town has an ordinary meaning (‘the road leading out of it”) which does
not correspond to that of the road which is out of town (‘the road situated
outside it’). Therefore we will not speak of clauses consisting just of
phrases of this kind. But in the case of participles this first criterion is
not decisive. In a book lying on the table, the participle and locative
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complement already form two elements of a predication, in that
respect identical to those of the full clause. Likewise the letter is a direct
object in the man reading the letter, as in who was reading the letter, (to) Mary
an indirect object in the man handing the letter to Mary, as in who was
handing the letter to Mary, and so on. Neither the valency nor the
collocability of LIE, READ or HAND is altered. Nor is there a verb which
cannot appear in participial constructions of this type, with either the
attributive or the peripheral function.

There are perhaps a few instances where the analysis is less attrac-
tive. For example, BELONG is a verb that is not usually progressive: one
would say This book belongs to me, rather than Thus book is belonging to me.
Hence there would be a doubtful contraction in a book {sc. which is)
belonging to me, where the participle is quite normal. But even if we
reject ellipsis we can still establish a more general transformational
relationship. In o get him to the airport the infinitive corresponds to the
range of finite verbs in I got him to the airport, It is getting him to the airport,
and so on. Similarly, the participle in lying on the table, if not specifically
a contraction of the progressive is lying or was lying, is a non-finite form
which is again relatable to the finite paradigm in general. In one way
or the other, the first of our basic conditions is met.

However, these units can be assimilated to a phrasal pattern. Thus
the men lying on the floor is like, for example, the men asleep on the floor except
that the participle has been replaced with an adjective. But adjectives
are heads of phrases. For example, in the men older than me:

the men [older [than me]]

older depends on men and has in turn a complement marked by tkan. In
the men lying on the floor there is at least a collocational relationship
between men and lying. That allows an equivalent analysis:

the men [lying [on the floor]]
N AN

in which lying on the floor is a phrase headed by the participle. In the
same way the analysis of the men sleeping:

the men sleeping
\_/\/P

would correspond to that of, say, the men available:

the men available
%/
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with an attributive phrase consisting solely of the head adjective. If
these analyses are right, a participial unit meets our first condition
only.

To avoid this conclusion, it might be suggested that we have the
same contraction in the case of adjectives: the men {sc. who are) asleep on
the floor, or {sc. who are) available. However, the syntax of post-
modifiers, as in the men available, can hardly be detached from that of
premodifiers, as in the available men. Where either is possible their
meanings can be different. Compare, for example, an inflatable dinghy
(one of a type that inflates) and all dinghies inflatable (those that
actually can be blown up); similarly, a ready helper (always ready to do
so) and a helper ready, a working model (as opposed to a solid model) and
the model working, or a drinking man (of a type characterised as a drinker)
and a man drinking. Hence one could say all inflatable dinghies actually
inflatable, or those working models still working. But in other cases the
position is dictated by the structure of the modifier. 4 new book has a
simple adjective which, in normal style, can only precede. Thus /
bought a book new has a construction with a book and new as separate
constituents (compare / bought it new). But an adjective follows if it has
a prepositional dependent: a man new to this area, not a new to this area
man. A single comparative adjective may precede (an older man); but if
it has its complement either both follow (a man older than me) or they
are split (an older man than me). But note that we cannot always split
other forms of adjectival phrase (a dissatisfied customer with our service, and
so on). The position can also be dictated by the type of head (someone
larger, not (a) larger someone), or by the shape of an element before the
adjective: thus a car a little older than ours, not an a little older car than ours
(compare an even older car than ours). Finally, a few adjectives can only
come after: thus a man asleep, not an asleep man (though both a man
sleeping, with the participle, and a sleeping man).

The rules affecting the position show that we are dealing with one
construction, not two. Hence there is no syntactic difference between
the available men and the men available, or the sleeping child and the child
sleeping, despite any nuance of meaning we might be able to force. But
premodifiers cannot be expanded into relative clauses (the {sc. who
are) available men, the {sc. who is) sleeping child); so, if there were to be a
general relation between modifiers and clauses it could not be one of
simple contraction. Nor is there a regular transformation. For where
premodifiers have a different meaning (as in the inflatable dinghy versus
the dinghy inflatable), the copular construction does not always cor-
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respond. For example, a ready helper does not stand to The helper is ready
as a new car stands to The car is new. There are also fragmentary
correspondences with other constructions. A ready helper has perhaps a
better parallel in the predicate kelps readily; compare a light sleeper and
sleeps lightly (not The sleeper is light). His golfing brother is paralleled only
by His brother plays golf (though his hunting brother is matched by His
brother hunts and His brother plays tennis has no correlate his tennising
brother), and so on.

In short, the attributive relation forms a construction on its own,
subject to restrictions only partly predictable from those in clauses
which contain the same or similar words. In this light, participles are
an intermediate category. On the one hand, they behave like adjec-
tives: compare a walking man, the men walking, the men walking into the
house with, say, a willing man, the men willing, the men willing to do 1t (all
with the participial adjective WILLING) or a sick man, the men sick, the men
sick with malaria. We remarked in Chapter 1 that there is no regular
transformation for premodifying participles such as flying in flying
planes. The parallel with adjectives is also valid in peripheral func-
tions: compare, for example, He wrote it lying on his back with He wrote it
sober or He wrote it flat on his back.

On the other hand a participle is, or at least can be, a predicator,
taking objects, locative complements and so on under the same rules
that apply to finite equivalents. In our example:

the men ([lying [on the floor]]
a b

the participial unit is thus clause-like in its internal structure (arc ),
but phrase-like in its external dependency (arc a).

A similar uncertainty arises in the analysis of gerundial units.
Traditionally, these too are not clauses, but contain forms of verbs
used in a noun-like function. But we have distinguished the construc-
tion of, for example, the shooting of the hunters or Bill’s shooting, which
were excluded as clauses at the beginning of this section, from that of
shooting hunters (in Shooting hunters is forbidden) or Bill shooting (in Bill
shooting is a very rare sight). In the latter case the ing-form will be
modified by adverbs rather than adjectives: compare, for instance, the
illegal trapping of red deer with trapping red deer illegally (or illegally trapping
red deer). We noted in Chapter 1 that there is also a regular trans-
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formation which would relate shooting hunters to They shot hunters, I was
shooting hunters, and so on. This too has a status like that posited for the
reduced infinitival clause in [ hired a taxi to get him to the airport.

If such units are not clauses it is because, though distinct from
phrases headed by nouns, they still have some continuity with them.
In the simplest case our two constructions virtually fall together. For
example, in Typing is very boring work, the single element ¢yping might be
grouped with that of either typing this chapter (in Typing this chapter is very
boring work), which is a predicator taking a direct object, or the typing of
this chapter, which again has a genitive complement. Perhaps the only
crucial evidence is that one would not also say typing of this chapter, with
a following genitive but no determiner. The regular gerund can also
be preceded by a possessive noun or pronoun. Compare, for example,
Bill doing some work was a surprise or Them cooking dinner was a great help
and Bill’s doing some work was a surprise or the more usual written form
Their cooking dinner was a great help. These last forms are thus residually
like an ordinary noun phrase, such as Bill’s dinner. But it might
be more revealing to see all four as neither truly clausal (like, for
example, that Bill should have done some work), nor truly phrasal, like a
unit whose head enters into wider selectional restrictions.

A final problem — or a final twist to this particular complex of
problems — can be illustrated with the peripheral element in He left
before seeing me or He left after seeing me. In when seeing me we would again
be able to posit a contraction (when {sc. he was) seeing me). But with
before or after we cannot, since one would not normally say He left
before|after he was seeing me. Similarly, He has done it since seeing me (‘since
that time he saw me’) does not correspond to He has done it since he was
seeing me (‘since the time when he used to come and see me’ or ‘because
of seeing me’). Nor could one say, for example, He did it before drunk or
He did it after in the country, with a contraction like that of while (sc. he
was) drunk or when {sc. he was) in the country. So, we have a form of
reduced clause:

Jhe left | [before seeing mely 1,

whose construction differs from that of the participial seeing me (in,
say, [Seeing me] they ran away) only in that it too is introduced by a
conjunction.

Or have we? Unlike when or while, before and after can control noun
phrases (before Christmas, after the accident). A form such as before seeing
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me is also syntactically like, for example, on welcoming them to England
(the speech he made on welcoming them to England) or in digging the garden (In
digging the garden they found several old coins), where on and in are words
that cannot introduce full clauses. We might therefore suggest that
the construction is not clausal, but one in which a preposition controls
a gerund. Before seeing me, with gerundial seeing me, would thus corres-
pond to before Christmas, with the noun phrase Christmas, as on welcoming
them to England would stand to on their wedding day, by cycling in the country
(in I keep fit by cycling in the country) to by regular exercise, through being
careless to through carelessness, and so on.

In fact, this set of parallels is not exact. One can also say through him
cycling in the country, with a subject him; likewise if we take the com-
pound preposition IN SPITE OF (in spite of him cooking dinner) or BECAUSE
OF (because of them being so careless). But one could not say before him
cooking dinner or (with a purely temporal meaning) after him cooking
dinner; similarly for on me cycling in the country or in them digging the garden.
(Compare, for example, before his shooting of the hunters or in their playing
of Mozart, where shooting and playing have a genuinely noun-like
function.) The evidence for on and iz would suggest that they too can
introduce both a reduced clause and a prepositional phrase, while
through and others are only prepositional.

But the broad picture is clearly one of gradation. If we distinguish
just the constructions of

(a) before I had finished breakfast
(b) before finishing breakfast
(¢) before breakfast

we find one class of items that can only introduce a full clause:
(construction a): thus BECAUSE, AS (in I gave up as I was so tired) or the
causal sense of SINCE (Since he is such a _fool I will have nothing to do with
him) . This will also include WHEN, WHILE or ONCE, provided that forms
like while cycling in the country, which at first sight have construction 4,
are again seen as contractions. We also find a class that can only
introduce prepositional phrases (construction c¢): thus AT (at breakfast
but not, for example, at welcoming them to the country) or DURING. This
will also include THROUGH, provided that construction b is distin-
guished from that of through finishing breakfast, on the evidence in the
last paragraph. But IN and ON satisfy both constructions 4 and ¢, while
BEFORE and AFTER, with the temporal sense of SINCE, appear in all
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three. Moreover, there are no items that allow just the intermediate
construction b.

Traditionally, words like BECAUSE, WHEN or WHILE are conjunc-
tions, while those like ON, AT or THROUGH are just prepositions;
BEFORE and AFTER are then both conjunctions and prepositions, and
so assigned to two distinct functions. But some grammarians have
argued that, for English at least, the distinction is unreal. Even if we
do not entirely follow them, we must recognise that the clausal and
phrasal units can be very hard to keep apart.

FUSED CONSTRUCTIONS

The preceding discussion has introduced many of the problems which
surround the notion of ‘reduced clause’. But in all our examples the
constituency of the unit has been taken for granted. For example, in /
got wet walking across the park we took as given that there is a syntagm
walking across the park. An obvious reason is that a similar group can
also appear in initial position (Walking across the park I got really soaked).
In Them cooking dinner was a great help we assumed a unit in which
cooking controls both them and dinner:

[them cooking dinner]
“_/

as opposed to the modifier in, say, Men cooking dinner always make a mess:

[men [cooking dinner]]

which includes just cooking and dinner. The crucial evidence is that one
cannot say Them cooking dinner were a great help, despite the plurality of
them. To the extent that these issues are clear, the problem becomes
one of classification only.

But what, for instance, is the constituency of I want to keep warm? To
keep warm would be a unit in [ shut the door to keep warm (compare to get
him to the airport in I hired a taxi to get him to the airport). Moreover, WANT
can take an object in, say, / want some firewood. It is therefore natural to
suggest that it can also take a clausal complement:

I want to keep warm

reduced in the same way. But this can easily be challenged. In I want
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some firewood we can reorder the elements: Some FIREwood I DO want (as
opposed to other things which I do not). The construction can also be
turned into the passive: THAT firewood is NOT wanted, or SOME of the
Sfirewood is wanted by the WOoman next door. But neither test applies
convincingly to the infinitive construction. The reordered form is
unlikely: To keep WARM I DO want. One would surely use a more
elaborate construction ( To keep warm is what I really want, To keep warm
is something I DO want) , in which want and the infinitive are not directly
related. A passive is scarcely better: To keep warm is wanted by almost
everybody, To get married is certainly wanted. Again one would expect a
more elaborate form (7o get married is a thing that is certainly wanted by
MOST people).
We are left with a broad analogy in which a putative infinitival
object (to keep warm in I want to keep warm) would be compared to
objects of other types (the book in I finished the book or that he will come in 1
know that he will come) in the same way that an infinitival subject (7o
keep warmin To keep warm is advisable) can be compared to subjects such
as the book in The book has arrived or that he will come in That he will come
seems certain. But in such an analogy ‘object’ is at best a generic term.
There are verbs which take a noun phrase but cannot take an in-
finitive (1 have finished the book but not, except with a purposive sense, /
have finished to keep warm); others can take an infinitive but not a that-
clause (He started to read but not He started that he will come), and so on.
Each of these elements is a complement, by the criteria of valency
elaborated in Chapter 6. But by the same criteria they are assigned to
three distinct roles, only one of which (represented by the book in 1
Sfinished the book) is that of an object, or direct object, in the strict sense.
Moreover, there is a gradience between the role of want in I want to
keep warm and that of a Modal Auxiliary such as must, in I must keep
warm, or ought, in I ought to keep warm. There are rules by which MUST
and OUGHT are grouped together: for example, they can come before
the subject in interrogatives (Must I leave?, Ought I to leave? ) and can be
followed by the reduced form of not (I mustn’t leave, I oughtn’t to leave). In
that way both can be distinguished from WANT (Want I to leave?, I
wantn’t to leave), INTEND (Intends he to leave?, They intendn’t to leave), and
so on. But both OUGHT and WANT require to (1 ought to do it, not I ought
do it; I want to do it, not I want do it). In that respect OUGHT is
distinguished from MUST (1 must do it, not I must to do it). With DARE the
pattern is further confused. In the present DARE largely goes with
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MUST: I daren’t visit him not I daren’t to visit him, Dare I visit him? rather
than Dare I to visit him? In the past it largely goes with WANT: thus
neither I daredn’t visit kim nor Dared I visit him? However, one can say
both I didn’t dare visit him and I didn’t dare to visit him; likewise, in the
present, both Do I dare visit him? and Do I dare to visit him? Compare the
discrepancy between the present and past tense of NEED: Need I do it?
but not Needed I do it?, I needn’t do 1t but not I neededn’t do it.
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